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21. Monroe {1998} found that majority opinion on policy questions declined from
63% in the 1960-79 period to 55% in the 198093 period. Jacobs and Shapiro {19973), ina
preliminary investigation, found that policy responsiveness to public opinion in welfare,
crime, Socia Security, and health care fell from 679 jg 1984-87 to just 36% during the
first half of Bj| Clinton’s first term office,

Public Opinjon and Policy
Causal Flow iy, a Macro System Model

Democratic candidates becampe responsive to the level of Republican strength in their djs-
tricts. Responsiveness began to decline in the mid-2g70s, but among Republicans more
than Democrats, We thank Stephen Ansolabehere for making a pre-publication draft ayail-
able to us.

23. For our own work on the development of 4 contingent model, see Cook and
Barrett {1902} and Manza and Cooj (2002). Sharp’s {1999, chap. 1) thoughtfu] Overview of
the logic of contingency approaches has informed our discussion of thege issties,

24. Domhoff’s (1998) observation that power elite organizationg have varying degrees
of concern abouyt different issies (ranging from intense concern on something like labor :

-Iaw to nonexigten; concem on something like 83y and leshian rights) provides another :
Feason fo expect a variahle impact of public opinion across policy domains. '

25. Concrete comparisons across policy domaing unsurprisingly indicate difference
in levels of responsiveness. For example, Sharp’s (1999) analysis of the dyramics of public
opinion and policy change on six issues (criminal justice, affirmative action, pornography,
abortion, welfare, a5d Social Security) suggests wide variation, with some policy domains
such as Social Security and welfare significantly more responsive than on issues such as;
afficmative action or abortion.

ROBERT s, ERIKSON, MICHAE], . MACKUEN,
AND JAMES A. STIMSON

-‘__democracy such as the Unjteq States, policy js Supposed to flow from the
Tences of the public, Of the many studies of 4 possible caysy] connection
: public opinjop to policy, alimost 4] are cross-sectional, that is,

. . nvolving a
ch for Covariance between public opinion and policy acrgsg unit

S Measured

In this chapter, we again ask whethey Public opinion ang public policy are
ected, We do 50, however, pot with angther €ross-;
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would like to diminish the possibility by greater regulation and restriction. In
many areas of policy discourse and conflict, views come to be associated with the
areas in which people live.

Given such a scenario, we can elucidate another explanation for observed

opinion-pelicy correlations. Even if the geographic constituencies choose their :
leaders at random, the fact that the leaders are drawn from the constituencies :

they represent will ensure some sharing of opinion by the public and its repre-
sentatives. All that matters is that candidates have relatively uniform views within
a constituency. Evidence of representation will cmerge even when no voter con-
siders policy views and no representative cansciously acts to honor constituent
preferences.? -

When we observe correlation between opinion and policy, our inclination is
to see it as evidence of democratic representation at work. However, given the
possibilities of alternative causal mechanisms, it is no surprise that cross-sectional
opinion-policy correlations are often viewed with skepticism {e.g., Sharp 1999).
The skeptic’s argument would have particularly strong force if cross-sectional
correlations between constituency preferences and representative behavior were
the sole evidence for ascertaining the degree of policy representation, By itself,
the sharing of preferences by the representative and the represented demonstrates
congruence but nothing more. In democratic theory, the aim is a causal dynamic
by which the preferences of constituencies cause the behavior of the representa-
tives—beyond what would occur by elite persuasion, voter mobility, or geo-
graphic accident.

Fortunately, the case for democratic representation is enhanced by a full _
consideration of the extensive evidence beyond raw correlations—such as the -

findings of the considerable literature on policy issues and election outcomes and
elite anticipation of the electoral response. Siill, if we are to convince the avowed
skeptic, the strongest evidence cormes from time series. The idea is not that time-
series data patterns automatically trump cross-sectional ones, but rather that with
time series one can exploit temporal order to infer causal ordering.

Imagine a body of evidence in which current public opinion is significantly
related to future policy in a systernatic pattern over tine, in which apinion change
precedes policy change in temporal sequence. Given such evidence, could one
easily refute the idea that opinion is the cause of policy? If opinion leads policy—-
and particular if policy does not lead opinion-—one could not comfortably argue
that the causal arrow goes from policy to opinion. Given such time-serjes evi-
dence, could the opinion-policy congruence be due to people voting with their
feet? This possibility becomes implausible because it implies vast migrations in
and out of the governmental enlity (city, state, or nation) in advance of new turns
in policy direction. And the mere sharing of opinions by elites and masses is an
awkward explanation if public opinion predicts future policy independent of cur-
rent policy, which presumably reflects current elite preferences. Of course, spu-
rious relationships are always possible in the absence of a true controlled exper-

i T L i) PRCEE S I far avamnla that alitec rhanae mithlic nalicy
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in their desired direction while propagandizing so that the public will accept it
as good. But before taking such propositions too seriously, we must ask, why
would such powerful elites need to influence public opinion if public opinion
was irrelevant to policymaking?

The table is set to examine the dynamic case. Time-ordered relationships are
vastly easier to study for evidence of cause and effect. If we are to understand

process, it is helpful to observe change in progress. That idea is the starting point

for the classic Page and Shapiro (1983) quasi-experimental study of changes in

-opinions and policies. Page and Shapiro observe changes in particular opinions
“over a span of time and then ask whether policy changes lying between them

move afso in the same direction. They conclude that the answer is yes. Here we

:have evidence for represenlatives responding to changed preferences. Accident or

coincidence can be ruled out.

Thinking about the very same question, “If opinion changes, does govern-
nent respond?” we have moved toward representing the process in the covariation
of two time series, rather than the before-afier test scenario of the quasi-
experiment. The quasi-experimental evidence establishes the fact of representation
but offers little guidance for how it might be modeled. That further step motivates
our work, both what has gone before and wha will appear in this chapter.

MEASURING PUBLIC OPINION:
LIBERAL-CONSERVATIVE “MOOD”

|If the issues that government processes were discrete—that s, they arise; get
“discussed, resolved, or ignored; and then disappear—then the idea of represen-
“tation as a continuous process would be intractable. If, alternatively, individual
Jissues are merely specific cases of a general and continuing issue debate, then we
‘may think of measuring the net liberalism or conservatism of both public opinion
‘and policy, connecting the two. Another way to pose the question is to ask

whether opinion has some common element that persists over time and across
apparently dissimilar issues, Our traditions on this matter sharply conflict, Policy
studies begin with the presumption that all policies are uniqire. There is education
policy, environmental policy, transit policy, gun policy, and on and on, ali (Jif-
ferent. In common parlance and punditry, however, we contradict this view by

- referring to most (not all} issues is the same reference frame: liberalism and
- conservatism. If it is meaningful to refer to, say, a liberal position on environ-
-': ment, on: education, on guns, and transit, then this “liberalism” must be some-
thing commeon to all; schools must somehow be related to trees, trains, and guns.

The matter may be easier in operational terms than as an abstraction. Imag-

-ine that we have a techaology for solving for the common element(s) of a large

array of public attitudes toward distinct issues—a principal components analysis

~in which issues are variables and time is the unit of analysis. Then the number

of dimensions reanired to adeouatelv account for the variation in the issue array
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1s an empirical question. One dimension might run through all, perkaps one in
each policy domain (e.g., education, environment, guns, transit, and all the rest)
that ties together more specific controversies, or perhaps each specific issue debate
requires its own dimension. We approached the data willing to believe any out-
coine, without a strong prior belief, We learned (Stimson 1991, 1999; Erikson,
MacKuen, and Stimson 2002) that most of the systematic variation in measured
policy opinion questions could be accounted for by a single left-right organizing
dimension.* That dimension we call public policy mood and interpret as a generic
response to government itself. Mood liberalism taps willinguess to expand the
size and scope of federal activity in all policy domains. Mood conservatism taps
a preference for a lesser federal role.

In retrospect, we should have expected this outcome. We know from schol-
arship on government policymaking {(imost prominently Poole and Rosenthal
1997) that it is characterized by low dimensionality, most issues fit nicely within
a left-right divide. And we know, of course, that all conflicts have their electoral
resolution in a two-party political system, which tends to force issue controversy
into a bipolar mode, both for governors and the governed. And when issues arise
unaligned with the common dimension, there is great pressure to bend them to
fit the ongoing debate (for the racial case, see Carmines and Stimson 1989; for
the abortion controversy, see Adams 1997).

Thus, we have the first half of our question “If opinion changes” captured
in a single time series, public policy mood. The measurement of mood is too
complex to describe in much detail here (see instead Stimson 1991, 1999}. Suffice
it to say, mood is a composite incorporating virtually all available public opinion
surveys that tap the common dimension of government activity. The annual or
biennial measures of mood represent a weighted average of the trend, holding
constant the specific survey question and weighting items according to their com-
monality with the dominant dimension. Using the ideological terms in comemon
parfance, periods of high mood indicate a public at its most “liberal,” while low
scores indicate a public at its most “conservative.” By the mood index, the public
was most liberal in the early 1960s—just before the liberal Great Society legisla-
tion--—and most conservative around 1952 (at the start of the series) and around
1980 at the advent of Reagan’s conservative revolution. From “high” to “low”
points or back again, the amount of change in mood can be considered large—
upward from a standard deviation of cross-sectional liberalism-conservatism by
our estimates—and encompassing all segments of the electorate (see Erikson,
MacKuen, and Stimson [2002, chap. 6] for details).

To answer the representation question then requires also a continuous mea-
sure of the second piece, the policy response. The policy response, it turns out,
includes two parts; year-to-year adjustments, which are sometimes wholly sym-
bolic and sometimes modify existing policies at the margin {policy activity in our
usage to come), and the making of law, a matter of more gravity and permanence
(policy)." The former is captured by aggregate measures of position-taking .

CoEl b mmemneinen] eall call wntee neesidential nositions. and the like.
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IThe latter is based on actual legislation passed by Congress (and overriding pres-
identiai vetoes).

\{Ve- new have the two Loncepts necessary for analysis of government response
to opinion. Public policy mood we treat as the cuzrent public view of the status
quo, the answer to the question “Does government do oo little, about the right
amount, or too much?” Because the actual reach of government expands and
contracts with alternating regimes, we expect public opinion to respond in a
thermostatic mode, 1o say “too much” when government is expansive, creating
nevlv programs, taxing more, spending more, and “too Jifte” when conservative
regimes cut back and scale down, T his would be true even if absolute preferences
for the “best” size of government were wholly constant,

DYNAMIC REPRESENTATION: MOOD AND
POLICY ACTIVITY

We postulate that rational politicians who wish to succeed in future elections and
reel_anons use current public opinion as leverage in the calcaation of which
bositions are dangerous or advantageous. We model Policy activity as a function

of previous policy activity and of public opinion {mood), as represented by an
equation of the form:

y.' = 5}’!—1 + ﬁx!-*} (I)

Wit.h Yeand y,_, our policy activity construct and %y the previous year’s public

B can then be estimated by some form of dynamic regression,
But equation 1 doesn’t fully close the loop on opinion influence, A nonzero
Bells us that public opinion influences policy activity, but nat quite how. Because

public opinion influences election outcomes, it alters the composition of govern-

ment, influencing policy activity by changing the preferences of those who be-
come entitled to be policymakers, Democrats, for example, are more liberal than
.Rep.ublicans, 5o a public opinion that tilts ag election result toward the Deino-
cratic Party would tend to produce more liberal policy activity even if 1o elecred
politician took account of public opinion in his or her behavior,

To sort out the two prevailing pathways to opinion inflience, we need to
allow the “electoral comnection” scheme to work its influence in order to observe
whether there is also direct influence of opinion on poticy activity. To do 50, we

. add the party compasition, z, to the difference equation specification:

Vo= Gy, + B, + ¥z, (2)

whe.re Z, represents the current party compaosition, for example, percent Demo-
ratic, which is a function of public opinion in the most recent previous election.

~Simple though it is, equation 2 reguires only an occasiona) contro! variabie to he
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a complete specification for assessing the impact of public opinion on policy
activity. We have estimated the parameters of 2 for various governing bodies alnd
under varying conditions. Table 2.1 is a summary statement, where the policy
aclivity measure is a joint function across House, Senate, presidency, and Supreme
Court.®

To clarify inference, we estimate the model in two stages, entertaining first
a “reduced form” specification that predicts policy activity only from mood, an
empirical estimate of the parameters of equation 1. This is a test of whether public
opinion influences policy activity, ignoring issues of process and pathway. The
answer of table 2.1 is that it does; the modest coefficient {0.18) is stafistically
significant. The picture is shown in figure 2.1, Here we see a temporal relationship
stronger at some times than at others. To understand more fully, we must move
beyond the bivariate case.

When we turn to the full model, the evidence is stronger and clearer. Tt tells
us that composition matters (0.88) a lot, a surprise to no one, and that public
opinion also matters in addition {0.36). The evidence produces unden.iable sup-
port for the key assertion: changes in public opinion produce changes in govern-
ment policy activity. To our question, “If public opinion changes, does govern-
ment respond?” the answer is an unqualified “Yes.”

Table 2.t Bstimations of Global Representation: Predicting Policy Activity,
1956-1996

Medel
Reduced Fuil Model
Variables Form fwith Vietnam)
Dynamics (Y,.,) 0.77° 0.20
’ o (8.64) (1.90}
Mood, 0ad 0.36%
-1
l (2.15) {4.16)
Composition (average of percent Democratic, House and Senate, 0.88*
Demaocratic dummy for presidency, percent liberal for Su- (5.01)
preme Cowrt)
—_ *
Cumulative Vietnam deaths 0.23
(—7.05}
a— *
Constant 113 29.67
{0.17) (=137
Number of cases 41 41

Note: Policy Activity, the dependent variable of this analysis, is a weighted functi(?n of (1)'Senate
Percent Liberal Wins, (2) Senate Median Liberal Coalition Size, {3) House Percent L1bera.l Wins, (4)
House Median Liberal Coalition Size, (5) Presidential Key Vote Liberalism, (6) Presidential Suppt?rt
Coalition Liberalism, (7) Supreme Court, Civil Liberties Domain, and (8} Supreme Court, Econoznlf:s
Domain. Measurement details are available in Erikson, MacKuen, and Stimson, zooz2. T values are in
parentheses,

*po< 08
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Figure 2.1 Public Policy Mood and Policy Activity

Note that mood affects policy activity two ways. The composition effect is
simply that the party composition of government affects policy activity—with
Democrats behaving more liberally than Republicans.¢ A key part of the story—
discussed shortly—is that the electorate chooses the party composition based on
its current mood. The direct effect of mood on policy activity represents only
the politicians’ response in anticipation of the electorate’s potential sanctions. For
instance, consider the electorate momentarily in a liberal mood. Democratic pol-
iticians become free to engage in their liberal proclivities because the electorate’s
tiberalism lowers the cost of policy liberalism. Republican politicians become
compelled to act more liberal than usual because of the political costs of bucking
opinion,

DYNAMIC REPRESENTATION: MOOD AND POLICY

On the surface, the daily actions of Congress, the president, and courts appear

: to translate directly into public policy. Or they might not. One can imagine acts
of government that amount to nothing more than posturing, Debates can be held

and votes taken on matters of momentary import that amount to nothing. Thus,
we ask whether the slow accretions of policy encapsulated in law also move in
response to public demands.

“Policy,” in this conception, is the body of law that remains in place for-

- ever—or until reversed by other permanent changes. Given its cumulative char-

acter, policy cannot be a simple response to current public demands. Thus, we

~ focus on change, asking what happens in each biennjum that leaves a lasting

residue, Our measurement strateav is an adantatinn nf Thamid Maudoods o 2
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lation of important laws—which we have coded for direction {liberal or conser-
vative) and extended in time.

We measure policy as the accumulation of “laws.” The laws index is con-
structed in simple fashion from Mayhew’s (1991) compilation as the number of
tiberal (important) laws minus the number of conservative {important) laws for
the Congress (biennium), from 195354 through 1995-56. Policy is measured by
adding up the laws scores, cumulatively, from 1953-54 through 1995-96. As libezal
important laws outnumber conservative important laws by about 9 to 1, we de-
trend the measure. On average, the net change (laws) is between five and six
major laws in the libera] direction, each Congress.”

Asking again, “Does government respond to public demands?,” we have a
model of the pathways to representation similar to the policy activity discussion
before. Again looking at all of government output, we are concerned with re-
sponses to government composition—now measured as a scale of party control
of the three elected branches, House, Senate, and presidency, ¢—3 for number in
Demoacratic hands—and with response to public opinion directly. Equation 2
again captures the structure. Table 2.2 presents the equations; figure 2.2 shows
the pattern of mood leading laws over time. The story with laws is much the
same as we saw earlier with policy activity. The liberalism of laws produced by
the U.S. government is very much a function of which party is in control and
also of public opinion as measured by mood. Liberal policy comes from Dem-
ocratic governments. But holding composition constant, what government does

is also responsive directly to public opinion, captured in the public policy mood

of the previous biennium. With regard to changes in important public policies,

Table 2.2 Policy Change (Laws) as a Function of Mood and Party

Control
Dependent Variable = A Policy (Laws)
Policy Mood, _, 0.62% o.47"
(2.99) {2.10)
Mean policy mood,_,_, o.6z*
(2.92)
Democratic Party control, 2.72* 2.28%
(2.32) (2.10)
Laws,_, 0.30
(1-69)
Number of cases 22 22 22
Adjusted R? .46 52 59
RMSE 3.83 3.62 3.40

Note: Biennial data, 1955-1996. Change (A) in Policy = Laws. Democratic Party
control = the number of the threc institutions (presidency, House of Representa-
tives, Senate) controlled by Democrats. T values are in parentheses.

tn<os
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Figure 2.2 Public Policy Mood and Policy Change (Laws)

government is responsive to public opinion, now demonstrated for a second pol-
icy construct.?

THE FLOW BACK TO OPINION
Our interest in opinion and policy goes beyond how government responds to

public opinion, representation. It is also important to understand how people
react respond to the government response. We expect citizens to want more

. government when government in fact does little, to want less when it does much.

That implies a negative association between what government does (policy) and

~ how citizens respond (mood). We model such a relationship in table 2.3. We ask
in that analysis whether public opinion (mood} responds to changes in policy.
We answer the question first in a specification that lets mood be a function only

of its previous value and of policy in the previous biennium. The key coefficient
of ~0.22 tells us that the response is as expected; liberalism in policy in one

*. biennium produces a conservative reaction in opinion in the next and vice versa.?

We know from other analyses that mood is a function of econemic outcomes
also. Thus, that first specification, ignoring that information, is not guite com-
plete. We supplement the analysis by adding inflation and unemployment effects

© in the second column, The result is a slight reduction of the key policy coefficient

(to 0.7}, which nonetheless leaves the effect in the predicted direction and quite

“highly significant. We have asked, “If government policy changes, do citizens

respond?” The answer clearly is that they do.
Thus, we complete the loop. Government action and its cumulative residue
responds to public opinion and public oninion resnands tn savernment actinn
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Decades of electoral research provide a bleak picture of the political quali-

Table 2.3 Mood as a Function of Policy - .
fications of the typical American voter, The typical voter is not particularly in-

Only Policy Policy and Economics terested in policy issues and often is shockingly ill-informed. At election time,

Policy,_ - g : f)ur t"ypica.l voter starts with a standing preference based on a long-term party

(—4.54) {—2.85) identification but also shows a tendency to defect based on evidence that the in

Policy mood, | 039" 0.41* Pparly is governing well or poorly. Is there room for policy voting to emerge, given

(3.18) (3.68} the state of the typical voter? Perhaps we should be reminded that not too long

Inflation, —0.25 .. ago, the central debate of electoral politics was whether the American voter was

(=116} “even “rational.”

AUnemployment, 1387 Two points must be raised to this concern. First, one must distinguish be-

(2:50) -, tween occasional ignorance and irrationality. Conternporary research claims that

Constant 38.26" 37:57" although the American electorate may often be uninformed, voters do make in-
(5.09} {5.34) . . . .

telligent use of the information that they possess (see, for instance, Page and

Number of cases 2 # Skapiro 1992; Popkin 1991; Lupia and McCubbins 1998). Second, and perhaps

Adjusted R* 77 o - more important in the context here, the macro-level entity (the American elec-

RMSE 2.02 182

 torate) must be distinguished from the micro-level construct {the typical Amer-
* ican voter). To put it simply, if the typical American voter is (by definition) at
. the fiftieth percentile of attentiveness to policy issucs, the macro-level behavior
- of the American electorate is heavily weighted by the behavior of the people above
- the fiftieth percentile of attentiveness, The behavior of the electorate shows more
intelligence than our knowledge of the typical voter would suggest.

Is there a degree of policy responsiveness to voting in the United States that

Note: Biennial data, 1953-96. Policy is cumulative laws, detrended. T values

are in parentheses.
*p <oy

These two dynamics are related in a system of equations. We start the system
with a shock to mood—say, an exogenous “conservative” shock. Politicians im-
mediately become more conservative in their posturing or policy activity; even-
tually, actual policy becomes more conservative. In appreciation, the public lowers
its demand for more conservatism and, barring further disruptions, the system

is observable with time-series evidence? The statistical question is whether election
year mood predicts election results. We show that it does, for three dependent
variables: the Democratic vote for president, the Democratic percentage of Flouse

t ilibri eats, and the Democratic percentage of Senate seats among those up for election
returns to equilibrium.

So far we have said little about the process that makes this work—the voters’
behavior at election time. We turn next to the electoral connection. For politicians
to respond to mood requires that by doing so they gain—or at least think they

gain—an electoral advantage.

n the particular year. Our primary control variable is macropartisanship (party
dentification in Gallup surveys) in October of the election year. For the two
congressional equations, we add a midterm dummy for the midterm effect. For
the House seats equation, we add lagged seats. The statistical efficiency of the two
;congressional equations is enhanced by using “seemingly unrelated regressions.”
he results appear in table 2.4.

The results of table 2.4 imply that mood is a considerable influence on
ational elections. The mood coefficients are all highly significant, at the .01 level
r better.'® To appreciate the size of the coefficients, consider that each percentage

THE ELECTORAL CONNECTION

The pivotal link in the chain of requirements for policy representation is that the
electorate votes in a policy-oriented fashion. We have seen that for the direction ;
of national policy, party composition matters and so does mood, when party .
composition is controlled. This mood effect represents the anticipation of elected
officials-—the belief that heeding public opinion enhances electoral security. This
anticipatory response is contingent on the electorate paying a certain degree of :
attention, or at minimum that elected officials think that they are paying atten-
tion. Is the electorate’s responsiveness to policy considerations real or does the

oint of mood represents an average across-the-board change of 1% on liberal-
onservative policy items in opinion polls. The parameter estimates suggest that
ach percentage point opinion shift carries with it almost 1% of the two-party
residential vote, about two 3 House seats and about two-thirds of a Senate seat.i!

Clearly, elections are at the center of the representation process, The more
liberal the electorate, the more Democratic its voting. The more Democrats
lected, the more liberal become the policies. At the same time, politicians antic-

anticipatory response of politicians rest on an illusion? 1pate this process and the effects of their actions on public opinion.
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Table 2.4 Predicting Election Resulis from Policy Mood and Macropartisanship

Dependent Variable

Democratic Democrat Democrat
Presidential Percent of Percent of
Voter House Seats®  Senate Seats™
Mood, election year o.g2% 0.47% 1.81%
(3.23) (3.07} (5.32)
Macropartisanship, October, election year 1.15% 0.56% 1.437
(3.98) (3.45) {3.04)
Midterm (1 = Dem. Pres, —1 = Rep. Pres,, —5.57% —g9.17*
0 = Pres. year) {~5.58) (—4.23)
Lagged Dem. percentage of House seats 0.71
(6.12)
Constant —75.05" —49.04% —141.01%
{—2.59} {(—2.45) (—3.53)
Number of cases (32) {23} (23}
Adjusted R? .60 .63 60

= OLS equation. Democratic presidential vote is as a percent of the two-party vote,

» SUR (Seemingly unrelated regressions}, SUR— R? are upadjusted. Seats are measured as the percent
of two-party seats.

< The Senate seat equation is based on al! Senate seats up in the specific election cycle. Seats decided
in earlier election years aze ignored.

T values (z values for SUR) are in parentheses. Based on all national elections, 1952-96.

*p <08

THE REPRESENTATIVE SYSTEM

The representation system consists not of a single equation but instead a system
of interrelated equations. The parameters of these equations are themselves con-
tingent on other variables we have ignored. The size of the mood effect on elec-
tions, for instance, is ultimately a function of the ideological attentiveness of
individual voters and the diversity of ideological choices presented by the two
major parties. Widen the ideological gulf between the parties, for example—or
enlighten the electorate—and the parameters capturing the electorate’s respon-
siveness will change.

The anticipatory policy response of elites to mood in turn depends on the
degree to which the electorate responds to policy issues. It also depends on their
balancing of electoral versus policy considerations in the politicians’ optimizing
equations. At one extreme, professional politicians striving only to stay elected
follow their constituencies at the expense of personal preferences. At the other
extreme, elected officials (perhaps when term-limited) follow their preferences
and shirk their responsibilities to ‘their constituents.

An important efement of the system is the feedback from policy to mood.
Liberal nolicv causes conservative mood and vice versa, We should pause a mo-
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ment to figure out why this should be. It is not that legisiation generates a boo-
merang of disillusionment. And it is not that politicians spend their capital pass-
ing unpopular legislation. (Available poll data show that, aithouglh major laws are
often controversial, they are usually favored by the median voter.) Rather, liberal
policy breeds conservative mood and vice versa because popular liberal legislation
lessens the perceived need for more liberal legislation and popular conservative
legislation lessens the perceived need for more conservative legislation. To take
an exampte, Johnson’s Great Society was popular but lessened the perceived need
for further liberalism of the kind that the Democratic Party could deliver. Simi-

" larly, Reagan’s conservative revolution was popular but lessened the perceived
¥ g as pop p

need for further conservatism of the kind the Republicans could deliver.
The mood measure represents the relative judgment of the American elec-
torate. When the electorate is in a liberal mood, the people see their policies as

. more conservative than they want. When the electorate is in a conservative mood,

the people see their policies as more conservative than they waat. Mood then

~ responds “negatively” to policy because liberal (conservative) legislation lowers

the demand for liberalism (conservatism).
This theorizing suggests still another aspect to the system. If mood measures

© the difference between policy and preferences, we should introduce preferences as
- a further latent (or unmeasured) variable. Mood can change when policy changes,

but when it changes in a way not readily attributed to policy, the source might

: be exogenous changes in the electorate’s preferences.

At this peint, we push the modeling to the limit. A potentially useful way
te model the representation process has mood as a thermostat, with the public
opinion registering its view that policy should be “more liberal” or “more con-
servative” (see Wlezien 1995). The unmeasured preference then is the electorate’s

. set point, but one that can vary over time. Restating the model in the language
© of time-series statistics, policy equals preferences plus error in an error correction
+ model, where mood represents the error. By this formulation, one can visualize
- a graph of policy and preferences over time, where mood represents the difference
- between the two, or the error.?

It one pursues this idea to the next step, mood represents a parameter k
times the quantity “latent preferences minus policy” where preferences are mea-

o sured in policy units. The value of k calibrates how many units of major legis-

lation (the policy measure) constitute one unit of mood. That is, one unit of

“mood is a demand for k major laws. But what is k¥

We can offer a speculative answer, based on assumptions of rationality. When

" modeling representation, we can impute rational expectations to the actors. Ra-
" tional expectation does not mean the absence of error, but rather the absence of
'systematic errors. Actors do not persist in making the saine mistake; they are able
- to learn, For instance, if voters have rational expectations, they would cast partisan
~ votes based on their personal issue positions (liberals vote Democratic, conser-
- vatives vote Republican) only if the political parties actually pursue different pol-
“icies in office. Similarly, if politicians have rational expectations, they would not
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Figure 2.3 Constructed Public Preferences and Cumulative Policy

act as if the electorate were paying attention to their policies unless the electorate
was paying attention."® Finally, if politicians have rational expectations, they learn
the magnitudes of the signals sent by the electorate when the electorate changes
its mood. This is the key for calibrating mood and policy on a common scale.

Using this rational expectations framework, we see a k value of about 3,
meaning that one unit (percentage point) of mood is equivalent to a demand for
three major laws. If, say, Congress enacts three extra major liberal laws, mood
moves conservative one percentage point. If k is less than 3, according to the
pattern of the mood and policy time-series data, the policy response to mood
would be too strong— Congress would move policy farther than the public’s tar-
get, requiring a spiral of overcorrections each direction that would imply that
politicians are unable to learn.' If k is greater than 3, then the data suggest the
policy response to mood would be too weak—Congress would always underes-
timate the public demand and never reach the public’s target. In this sense, a k
value of about 3 is just about right.

The potential payoff of this theorizing is the speculative depiction of the tim_e
series of public preferences overlaid with actual policy. Figure 2.3 presents the
picture. Here, mood equals the preferences minus policy gap. The greater the gap,
the more liberal the mood. By this depiction of figure 2.3, preferences move quite
a bit. The contemporaneous correlation between hypothetical preferences and
measured policy is not great (a mere .30), but preferences de correlate at an im-
pressive .83 with policy eight years later.'® Preferences by this model take up ta
eight vears to translate into law. If this is the correct depiction, the response of
policy (unlike policy activity) is stow. This is exactly what we expect, given a
Madisonian system of checks and balances. Policy responds surely but slowly so
that nreferences sometimes change faster than the svstem can respond.
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THE LARGER SYSTEM: MACRO POLITY

The representation process that we have described is only one part of a larger set
of dynamics that compose the macro political system. We have exdmined the
public epinion-policy system of equations as if it were in a vacuum from which
other politicai variables were sealed out so as not to interfere and complicate the
analysis. Although this isolation is appropriate as a first step, a complete under-
standing requires that we place the representation subsystem within the context
of the larger system of equations,

In modal social science, we abstract a piece of a larger system of relationships
for study. We declare our explanatory focus a “dependent variable” and set about
building theoretical and then statistical models to account for it. With this familiar
approach, our larger study has modeled presidential approval, macropartisanship,
and the economic perceptions that affect them. We have also modeled public
policy mood; election outcomes for the presidency and both congressional cham-
bers; policy activity in the House, Senate, presidency, and the Supreme Court;
and the production of important laws.

Over time, almost all the “dependent” variables of one analysis become in-
puts of another. We could start a causal chain at an arbitrary point and consider

. the consequences. Economic performance, for example (measured as familiar

employment and inflation outcomes), moves presidential approval, macropartis-

- anship, and mood in different ways. Fach of these three affected variables influ-

ences election outcomes and policy aclivity. Elections sometimes cause shifts in
party control, which alter future levels of unempioyment and inflation, thereby
bringing us back to where we (thought we) started—the economy’s performance.
This is, in short, a system.

The Cascade of Causality—An Example

To illustrate the properties of the system, we trace in greater detail the impact of
4 hypothetical increase in anemployment at a particular time. We ask, what are
the short-term and long-term ramifications for other variables, including those
involving the representation process?
- The story begins with a public response in terms of economic perceptions,
even be the expectation of the unemployment shock in advance of the realization.
The first political response is an immediate decline in presidential approval. Then,
bath directly and via approval, the public’s economic pessimism finds its way into
macropartisanship, harming the standing of the parly occupying the Whise House.
Already the process is complicated, as the effect on approval decays with a half-
life in months, whereas the (smaller) influence on macropartisanship leaves a
permaneni imprint.

Although these first impacts are contingent on which party holds the presi-
dency, another effect is not. Increasing unemployment causes a surge of support
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cratic presidents experience offselting effects from unemployment—losses of
presidential and party standing offset somewhat by gains in support for the party’s
liberal positions. In contrast, unemployment under Republican administrations
produces only negative effects for the ruling Republicans.'®

Elections for president and Congress are next to feel the effects of our un-
employment shock. They are a function of approval, of macropartisanship, and
of public policy moed, all of them carrying some of the signal of our unem-
ployment shock. Thus, we leverage the number of seats in Congress and the
probable presidential outcome down the temporal road from the initial unem-
ployment shock. The next responses to consider are the changes in policy activity.
These stem in part from the personnel changes brought about by the election.
But even before the next election, they are generated by elite anticipation of the
electoral forces including mood, which, of course, is affecied by the unemploy-
ment shock that starts the process. Policy activity—the actions of Congress and
the president—Ileads to actual policy, which has a permanent and cumulative
character. Laws passed remain in force permanently or until some explicit counter
action.

Change in laws (the accumulation of policy) sets off a later effect in mood,
now contrary to the osiginal impetus. When the unemployment shock leads to
liberal laws, the electorate’s mood shifts in the conservative direction. Meanwhile,
if the unemployment shock helps to put a Democrat in the White House, the
president would be one inclined toward economic initiatives that target unem-
ployment. Thus, one net effect of the hypothetical unemployment shock that
started our chain of events is an eventual {and possibly mistimed) reduction of
unemployment.

At this point, we might ask the simple question, familiar from the old path-
meodeling tradition: what is the total effect of the increase in unemployment!
Although our cascade of consequences is all based on regression analyses, ob-
taining an answer is not as siwple as just multiplying through the known coef-
ficients to get total effects. Some of the effects are contingent and some are not,
Some influence future events only as probabilities {for example, the party of the
president) that have an uncertain and nonlinear translation into outcomes. And
all of the cascading effects move through the system over time at differing rates.
Some decay quickly. Some are permanent. Some, for example, election effects,
do not even begin until several months after the cascade begins. Moreover, much
of the variance in our variables appears to the observer to be due to stochastic
error, detering us from making deterministic predictions.

Computer simulation is one approach we are pursuing lo understand the
long-term effects of changes in political variables. To simulate from a series of
causal equations, one manipulates various aspects of the system by changing some
or holding others constant and running the systern (in some instances maiy
times} to study the consequences.

Our simulations of the macro polity are a wotk in progress, with much to
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“tuals and observe what “happened.” The short-termt effects of the counterfactual
‘changes in these exercises are usually and understandably predictable: that is, i
‘terms of policy, mood and party control matter. The long-run effects are often
another matter. For instance, in one version of our model when we reelect Carter
ver Reagan in 1980, the Republicans win control of the House of Representatives
‘in the 1980s rather than in 1994, a triumph that would not be deducible from the
‘equations alone. Similarly, when we induce an artificial liberal boost to mood in
“1976, in time for the Ford-Carter election, policy changes in the expected liberal
“direction, but in the long-run mood shifts in the conservative direction, contrary
o the nitial inducement of a liberal shock.

 Where the simulation vields counterintuitive outcomes, the question be-
omes, is the problem with the intuition or with the simulations? The answer can
e debated, and the model can be tweaked to seek better fits with expectations.
nfortunately, we cannot know whether the changes induced are normal, typical,
r representative; we have no sammpling theory for systems. But there are uncon-
entional jessons that can be learned. More surmise than inference, they none-
“theless are lessons derived from looking at systems as systems.

CONCLUSIONS: THE OPINION-POLICY DYNAMIC

_This chapter has focused on the time-series dynamics of policy representation in
‘the United States. Much of our analysis is on short-dynamics within the repre-
:sentation subsystem. The presented evidence to show that not only the liberalism-
‘conservatism of public opinion influences national policy buf also that policy
alterations in the direction of public opinien shift the public’s demand in the
“reverse direction; liberal electorates cause liberal policies that lower the demand
for further liberalism.

The representation process is embedded in a larger series of equations, from
hich we have explored simulation models with the goal of an improved under-
standing of long-term processes. Cur preliminary simulations suggest an em-
phasis on the unpredictability of long-run consequences. For instance, what are
the policy consequences of the Bush presidential victory in 2000? The short-run
‘consequence is surely a more conservative swing of public policy. But what
of the long run? Does policy eventually “correct” to a less conservative course?
In the long run, is Bush-beats-Gore “good news” politically for the Republican
or the Democratic Party? Qur answer must be that we do not know, We still have
.much to learn.

NOTES

1. The theory of a market of mobile consurmers shopping for communities traces to

Tiebout (1956). For recent reviews of the evidence, see Dowding, John, and Biggs (:994)
and Riclare and Chain f1ang)
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2. Luttbeg (1968) first identified this process as the “sharing” model (see aiso Erikson
and Tedin 2001).

3. We were, and remain, agnostic about the possibility of a second dimension. The
statistical evidence supports it. The interpretative evidence is, however, so confusing and
contradictory that we can bring little substantive meaning to it and cannot rule out the
possibility that the evidence of a common dimension is an artifact of some real shared
covarjation that is not substantively meaningful. We can be more confident of what it is
not; this is not the “social issue” that is almost uniformly the second dimension of Amer-
ican politics in the views of pundits.

4. And we need to apologize for sowing some confusion on the terms. The measures
we called “policy” in our 1995 article directly on this subject (Stimson, MacKuen, and
Erikson 199s) have become “policy activity” in our newest work. The new labels for old
content was necessitated by our realization that we had to treat the two components
separately, even though they share a single name in our literature.

5. In equation (2.2), public opinion is lagged, but camposition is not. In reality, the
impact of public opinion can be immediate, requiring no delay. Empirically, we model the
direct impact of public opinion with a lag o avoid ambiguity about causal direction. See
also Erikson, MacKuen, and Stimson (2002, chap. 8).

6. Table 2.1 includes Vietnam casualties (Johnson years only) as a control. This var-
jable acts as a suppressor variable, with the war thwarting liberal activity at a time of liberal
public opinicn. Note that the coefficient for mood goes up in the full model compared to
the reduced form model. The major reason is that the dynamic term—the effect of lagged
policy activity—dissipates in the full model and the substantive variables compensate. The
correlation between independent variables mood and composition is positive, as one would
expect, with more Democrats elected when the electorate is in a liberal mood. For further
elaboration, see Erikson, MacKuen, and Stimson (2002, chap. 8), and Stimsen, MacKues,
and Erilison (1995).

7. See Erikson, MacKuen, and Stimson {zo002), particularly chapter 9, for discussion
of the policy concept and measure. We use an extension of Mayhew’s major laws through
1996 that was compiled by Jay Greene.

8. This is yet a third, which we have not reported here or elsewhere: the content of
the budgetary process also responds 1o both composition and public opinion. Spending on
liberal domestic programs goes up when Democrats are numerous and when public opinion
demands more spending, going down with Republican composition and with conservative
opinion. This supports similar budgetary ckaims by Wlezien (1995).

g¢. The significance of the relationship also holds up from a simpler tesl, regressing
current mood change on lagged laws. The more liberal the legislation of one Congress, the
more conservative the mood change from that biennium to the next.

10. The midterm effects in table 2.3 are significant and negative, meaning that each
party’s share of seats decreases at midterms when it holds the presidency. This fact is often
treated by itself as evidence of an ideological reaction by the public, with the electorate
adding seats o the out-party to ideologically balance the president (see, for instance, Ale-
sina and Rosenthal 1995).

11. The equations of table 2.4 are bare-boned versions of our modeling of election
results in The Macro Polity, Party platforms also matter for presidential races, although not
for congressional elections. Presidential approval and economic prosperity show little direct
impact on election results with macropartisanship controlled. See Erikson, MacKuen, and
Stimson {2002, chap. 7.

12, Technically, mood would represent the error with a minus sign. A liberal meod
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13. The early representation studies by Miller and Stokes {1966; see also Stokes and
Miiler 1966) were ofter: interpreted to mean that politicians paid far more attention to
their constituents than was justified by the public’s limited awareness of their actions,
Rather than dismiss representatives’ preoccupations with constituency as irrational, perhaps
stemming from politicians’ deluded sense of self-importance, we think it more profitable
to ask whether it might be a clue that constituency attention is indeed electorally warranted
{see Mayhew 1974).

14. Imagine, for instance, a liberal mood that the government interprets as a more
liberal mandate than the electorate intends. Policy then becomes oo liberal for the public,
whose niew mood signals trigger an overly conservative spate of policies, which makes the
public ask for more liberalism, etc. The problem with this scenario is that it implies that
politicians (and perhaps the public) are not able o learn from past errors.

15. In a related correlation involving observable variables, biennial mood correlates
at 8¢ with policy change over the subsequent eight years.

16. Similarly, the political consequernces of inflation are a mixed package for Repub-
lican presidents but only bad news for Democratic presidents.
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Politics and Policymaking
in the Real World

Crafted Talk and the Loss of
Democratic Responsiveness

LAWRENCE R. JACOBS AND ROBERT Y. SHAPIRO

The public opinion polls that fill newspapers and the offices of government of-
ficials and election campaigns have fucled the nearly unquestioned assumption
among observers of American politics that elected officials “pander” to public
opinion. Politicians, they charge, tailor government policy to polls and other
indicators of public opinion. :

The presumption that politicians slavishly follow public opinion when they
design policy is wrong ox, more precisely, less true today than it was two or three
decades ago. As a thought experiment, consider some of the most significant
government decisions and policy proposals over the past decade or so: committing
American troops to driving Iraqi troops from Kuwait; the House decisions o
impeach President Clinton; fajled campaign finance reform; aborted tobacco leg-
islation; Clintor’s proposals in his first budget for an energy levy and an increased

tax on Social Security benefits (despite his campaign promises to cut middie-class *
taxes); the North American Free Trade Agreement (at its outset); U.S, intervention :
in Bosnia; House Republican proposals after the 1994 elections for a “revolution”
in policies toward the environment, education, Medicare, and other issues; Pres- |

ident George W. Bush’s tax cut, the Bush administration’s rejection of the Kyoto

agreement on global warming; and President Bush’s support for partial privati- |

zation of Social Security. On all of these issues (and others), government officials
made decisions and offered proposals that defied what most Americans preferred.
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This initial inkling that politicians may not be quite as responsive to public
opinion when making policy decisions as commonly assumed is correborated
here with more systematic evidence.

The term “pandering” is most commionly associated with the notion that
polis and public opinion drive substantive policy choices; this substantive respon-
siveness, we suggest, is on the decline {though it has by no means disappeared).
A second form of responsiveness involves the use of polls and focus groups to
attempt to manipulate public opinion; this instrumental responsiveness is amply
present today. Politicians and other political activists spend a fortune on focus
groups and public opinion polls to pinpoint the most alluring words, symbaols,
and arguments for their desired pelicies; the purpose is to move Americans
to “hold opinions that they would not hold if aware of the best available infor-
mation and analysis” (Zaller 1992, p. 313). Politicians and political activists re-
spond to public opinion in order to craft their presentations of already decided
policy. This strategy of “crafted talk” is used to stmulate responsiveness—political
aclivists’ words and presentations are crafted to change the public’s perceptions,
understandings, and evaluations of specific policy proposals and create the ap-
pearance of responsiveness as they pursue their desired policy goals, Although
the public’s values and fundamental preferences {such as strong and sustained
support for Social Security and environmenial protection) are unlilely to
change, politicians do work te alter the public’s perceptions, of specific propos-
- als, such as President George W, Bush's initiative to privatize Social Secuarity or
his preposal for greater exploration for vil and gas.' Politicians, then, use polls
and focus groups not to move their positions closer to the public’s (as com-
. monly assumed) but just the opposite—to find the most effective means to

move public opinion closer to their own desired policies. Elected officials fol-
~low a simple motivation in opting for crafted talk: lower the potential electoral
. costs to themselves and their supporters of not following the preferences of av-
. erage voters while increasing the electoral costs to rival politicians. They want
the best of both worlds: to enact their preferred policies and to maximize the
- probability that they and their allies will be reelected and their opponents de-
feated.

: In short, the widespread image of politicians as “pandering” to public opin-
* lon when making policy decisions is mistaken. We suggest in this chapter and in
. our recent book, Peliticians Don’t Pander: Political Manipulation and the Loss of
- Democratic Responsiveness, that the influence of public opinion on policy deci-
f sions has declined since the 1970s. Instead, politicians’ own policy goals (and
those of their supporters) are increasingly driving their major policy decisions
and their public opinion research, which is used to identify the language,
- ynibols, and arguments to “win” public support for their policy objectives. Re-
sponsiveness to public opinion and attempted manipulation of public opinion
“are not mutually exclusive; politicians attempt to manipulate public opinioa by
~tracking public thinking to select the actions and words thai resonate with the
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public. The next section provides evidence of declining responsiveness and situ-
ates this trend within larger institutional and political changes in American pol-
ilics since the 1980s. We, then, compare cur conclusions with the systems anal-
ysis offered in the previous chapter by Robert Erikson, Michael MacKuen, and

James Stimson.

STUDYING PUBLIC OPINION AND
GOVERNMENT POLICY ISSUES

Research on the connection between public opinion and specific government pol-
icies reveals two key findings: first, political responsiveness has risen and fallen
over time; second, and more specifically, it has declined since the 1970s.2

Benjamin Page and Robert Shapiro (1983; Shapire 1982) tracked the variation
over time in the congruence of changes in public preferences toward specific
policy issues and changes in subsequent government policy. Table 3.1 shows that
the degree of congruence between government policy change and opinion change
varied noticeably between (he 1930s and 1980. The incidence of changes in policy
paralleling changes in public opinion declined from 67% in the 1935 to 1945 period
(heavily dominated by wartime issues) to 54% during the 1960s, and then in-
creased to 75% during the 1g70s. The clear implication of this analysis is that
government responsiveness 1¢ public opinion has changed over time, with the
19705 as a high point of responsiveness.

" In another study using a different methodology, Stephen Ansolabehere, James
Snyder, and Charles Stewart (2001) examined the responsiveness of members of
the House of Representatives in their policymaking activity between 1874 and 1996.
They used the Republican share of the presidential two-party vote within each
congressional district as an indicator of constituency opinions and compared it
to the ideological direction of the policymaking of each party’s candidates for the
House of Representatives, Figure 3.1 also shows substantial variation over time

Table 3.1 Variations in Congruence over Time

Time Period Percentage Congruent (N}
1935—45 67 {13}
1946-52 63 {59}
1953—60 59 {37)
196168 54 {26)
1969-79 75 {o1)

Percentages are based on Ns in parentheses, which are the
total number of congruent plus noncongruent cases,

Source: Shapiro (1082},
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a. Responsiveness among Democrats
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Year of Election

b. Responsivenass among Republicans
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Year of Election

County-District Method
—4—- Straight District Method

ljlgure.s.l Responsiveness by Party, 1874-1996. From Stephen Ansolabehere et al.,
‘Candidate Positioning in U.S. House Elections,” American Journal of Political Sci-
ence 45 (2001): 136-59. Reprinted by permission.

ir political responsiveness. In particular, they found that the candidates’ ideolog-
cal responsiveness to opinion within their district was weak prior to the 19305,
ose in 1934 and peaked in the early 1970s, then declined into the 19905 {precip-
tously among Republican candidates). The finding that responsiveness peaked in
he 19705 corroborates the results Page and Shapiro’s different approach produced.
ne of the most striking findings in figure 3.1 is the precipitous decline since the
igh point in responsiveness during the 1970s,
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Table 3.2 Opinion/Policy Consistency by Policy Area

196079 198i-93
Consistent Consistent
(%) n (%) I

All cases 63 327 55 566
By policy area

Social welfare 63 51 51 42

Economic and labor 67 46 51 15

Defense 52 21 61 45

Foreign policy B4 38 67 1561

Civil rights/liberties 59 19 56

Energy and environment 72 36 67 :z:

Political reform 41 34 17 3

Vietnam 71 35 e .

Miscellaneous 74 27 40 55

Source: Monrae (1998).

A third methodology for studying substantive responsiveness has also found
a decline since the ig70s. Alan Monroe (1979, 1998) investigated whether sc0
separate government pelicies were consistent with the preferences of a majority
of Americans. Table 3.2 shows that government policies in the 1980—93 period
were less cansistent with the preferences of a majority of Americans than during
1960—79. 'This pattern holds both overall and within eight of nine separate policy
areas: the overall consistency of government policies with majority public pref-
erences declined from 63% in the 1960—79 period to 55% in the 1980—93 period,
with the steepest declines in the policy areas of social welfare, econommic and labor
issues, and, especially, political reform. -

Monroe’s study is partly confirmed by our own preliminary study, which
used the approach adopted by Page and Shapiro (1983). We examined the con-
gruence of changes in public preferences and subsequent changes in government
policy toward a subset of issues. We found a noticeable decline in the correspon-
dence between opinion and policy changes during the 1980s and especially the
19905 (Jacobs and Shapiro 1997a}. Focusing on four areas of social policy (welfar.e,
crime, Social Security, and health care), we found that congruent changes in
opinion and policy fell from 67% during Reagan’s second term (1984—'87) tc,) 40%
during the Bush administration (1988-92) and 36% during half of Clinton’s first
term (1993-94). _ .

In short, the evidence suggests that government responsiveness to public
opinion varies over time and has declined over the past several decades. The

findings indicate that politicians’ policy decisions do respond to public opinion |
but that responsiveness has faller off since the 1970s. The change in responsiveness :

underscores the most significant feature of government responsiveness: it is not

static haf rather has chaneed over time.
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A CONDITIONAL POLITICAL EXPLANATION
FOR RESPONSIVENESS

Rescarch on government institutions and political dynarmics has shown systermiic
changes that account for the variation in substantive responsiveness and, in par-
ticular, the decline since the 1970s. As a general ruie, politicians who enjoy long
careers in elected office are skilled at weighing the political costs and benefits of
their statements and actions. Their perceptions of the costs and benefits of thejr
behavior affect their motivation and willingness to pursue two distinct goals. The
first goal is electoral and suggests pleasing as many voters within their constitu-
encies as possible. The second goal is to enact the policies they and their sup-
porters most desire. Obviously, the skilled politician prefers to take actions that
advance Doth electoral goals and policy goals. But political reality often presents
politicians with unpleasant choices. Electoral goals are a constant concern of
elected officials, though the intensily of concern increases as election day ap-
proaches. But the pressure or politicians to pursue policy goals favered by sup-
porters has varied over time as political and institutional conditions have changed.

A series of significant and widely researched developments in American pol-
itics has elevated the expected benefits to politicians of pursuing policy goals that
they and their supporters favor. We discuss two here; others are examined more
fully in Politicians Don’t Pander (Jacobs and Shapire 2000, chap. 1 and 2).

Changes since the 1970s in the organization and balance of power within
political parties dramatically increased the power of party activists, as well as core
partisan voters who routinely support each party. As a result, control over the
selection of congressional and presidential candidates and the platforms of pres-
idential campaigns, shifted from party organizations and a small cadre of party
leaders to party caucuses and direct primaries after the 1960s. Instead of winning
the party nomination by battling for support among the small cadre of party
leaders, candidates since the 1970s have depended on securing the support of
party activists, who provide the bulk of the contributions, volunteers, and votes
necessary to win the party’s nomination and then the general election (Aldrich
1995, chap. 6; Rohde 1991; Verba, Schlozman, and Brady 169s; Davidson and Oles-
zek 1998, pp. 67-68).

The knighting of political activists as the selectors of each parly’s nomigation
has had enormous political consequences since the 1970s. Political aclivists voice
policy positions that are more ideologically extreme than those of the general
public or even their fellow (but less active) partisans. The consequence is that
each party’s nomination requires cementing the support of party activists, which
in turn pressures the candidates and officeholders to support ideologically ex-
treme positions that diverge both from those of the opposing party and from
centrist opinion (Fierina 1974; Aldrich 199s; Polsby 1980; Jacobson 1987, p. 20;

“Wiight 1994). {“Centrist opinion” refers to the median voter or citizen in the

distribution of public opinion and not to an ideologically fixed “left” or “right.”)
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didates are recruited to run: each party tends to recruit candidates whose own
personal attitudes and ideological views about “good public policy” closely mirror
those of activists.

The pressure of party activists has produced national Democratic and Re-
publican parties that have become increasingly polarized since the 1970s, as evi-
dent in two trends. First, there is greater unity within each political party as the
- proportion of moderates in both parties (but especially the Republican Party) has
declined dramaticatly from the 19703 to the 19g0s. Legislators who harbored policy
views outside their party’s mainstreamn and regularly voted with the opposing
party—like liberal New York Republican Jacob Javits and conservative Arkansas
Democrat Wilbur Mills—have been replaced in each party by more ideologically
extreme politicians (McCarty, Poole, and Rosenthal 1997; Bond and Fleisher 1990;
Fleisher and Bond 1996). The diminishing number of moderates and the decline
of intra-party differences are evident in rolj call votes on the floor of the House
and Senate, which no longer divide each party as they did from 1945 0 1976.
Since the mid-1970s, the proportion of close floor votes in Congress on whicls
more than 10% of each party disagreed with a majority of their party has declined.
Moreover, the ideological position of each party’s members has moved closer
together. Poole and Rosenthal’s (1997) measures of the distance between the votes
of members of the same party in the House and Senate show less division within
each party during the 19905 than at any time since 1947. The second trend pro-
ducing partisan polarization has been the growing ideological distance between
each party. Poole and Rosenthal’s analysis suggests that the distance separating
the average House and Senate Democrat from the average Republican increased
over time. In addition, roll cali votes in Congress were more frequently divided
between liberals and conservatives in the 1990s than at any time since 1947, when
President Harry Truman faced a contentious Republican-dominated Congress.

Democrats and Republicans became more ideologically homogeneous and
polarized by the 19905 and the first years of the twenty-first century (as illustrated
by gridlock on economic and fiscal policy). The implications are significant: the
combination of fewer legislators outside a party’s ideological mainstream and
growing policy differences between the parties on social and economic issues has
increased the costs of compromising the policy goals of partisans. Responsiveness
to centrist opinion becomes less likely if it means an erosion of support from
party activists.

The political incentives of the new political order were well illustrated in the
impeachment of Bill Clinton. The congressional Republicans™ relentless pursuit
of impeachment was largely driven by the priority that Republican activists at-
tached to the policy goal (removing Clinton) instead of the electoral goal (ap-
pealing to a majority of Americans). Moderate Republicans could not ignore the
risk of opposing impeachment—it could lead to a challenge in the next primary
election. Put another way, Republican members of Congress disregarded the two-
thirds of Americans who opposed impeachment because their electoral goal of
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mising their policy goals of enacting legislation that Republican activists and other
supporters favored.

The second factor that heightened politicians’ expectations about the benefits
of pursuing policy goals that they and their supporters fevored was the rapid
growth in the number and diversity of national interest groups that could mo-
bilize particularistic groups within a legislator's constituency and use national
political action comumittees to provide campaign contributions to supporters
{Cigler and Loomis 1983; Salisbury 1990; Walker 1991; Heclo 1978}, Until the 1960s,
interest groups were relatively few in number and those from similar sectors of
society came together under relatively strong peak associations such as the Amer-
ican Medical Association, which dominated health policy. The dominance of a
few peak organizations aggregated the demands of interest groups and provided
a tangible bargaining partner for politicians as they balanced electoral pressure
to follow centrist opinion.

After the 1960s, however, indicators——from the number of registered lobbyists
te the number of corporations operating offices in Washington—revealed a dra-
matic growth in the number and variety of organizations engaged in pursuing
their interests in Washington. New groups and new coalitions on social, eco-
nomic, and political issues formed continually. Moreover, once-dominant peak
organizations were replaced by associations that specialized in small policy niches
or that formed complicated coalitions that cut across formal associations (Cigler
and Loomis 1983; Salisbury 1990; Walker 1991; Heclo 1979). The groups increas-
ingly used campaign contributions, grass-roots organizing, and media campaigns
to pressure politicians to advance their particularistic policy concerns.

Organized labor—a decisive influence into the 1960s—saw its membership
slip from over 30% to 14% of the workforce in just three decades, recording one
of the lowest rates of union membership among industrial countries. The AFL-
ClO, once the lead veice for organized labor, no longer served as a dominating
peak association. Labor's decline combined with intensified business opposition
to government social welfare programs has been credited with shifting the polit-
ical balance to the right and moving the average officeholder’s position away from
cenfrist opinion (Rogers and Ferguson; Weir, 1998).

The result was that a relatively small number of powerful interest groups no
longer dominated government decision making, in particular policy areas such
as health care, The proliferation of narrowly based interest groups increased the
pressure on politicians to pursue specific policy goals; politicians could no longer
negotiate with a pealk organization to gain flexibility on some issues in exchange
for supporting an organization’s priorities. Greater numbers of interest groups
with focused agendas also stimnulated volunteers and, especially, contributions
(Stein and Bickers 1995).

Incentives to pursue policy goals grew (though perhaps not as extensively as
some reformers assume) with the increasing importance of money in politics—

in the form of campaign contributions by political action committees {PACs) and
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million spent by opponents of the Clinton health plan in 1993-94 and by the
infamous “Harry and Louise” commercials {(West, Heith, Goodwin 1996, pp. 42—
43; but cf. Jacobs 2001). Although researchers disagree on the nature and extent
of the influence exiracted by contributors to campaigns and policy initiatives,*
there is some agreement that the pressure on politicians to fund media advertising
and potitical consultants has advantaged private interests by disproportionately
increasing their access to politicians and the mass public and enabling them to
prevent threatened actions by lawmakers {McChesney 1997; Sorauf 1988; West and
Loomis 1999; Ferguson 1995).

Since the 1970s, the rise of ideological polarization, the proliferation of in-
terest groups, the increasing importance of campaign expenditures, and other
factors have elevated the perceived benefit to peliticians of pursuing policy goals
that they and their supporters favor rather than responding to centrist public
opinion. Responding to centrist public opinion at the expense of policy goals
entails compromising their own philosophical convictions and possibly alienating
ideologically extreme party activists and other supporters who volunteer and con-
tribute money to their primary and general election campatgns. in contemporary
America, designing policy to reflect what most Americans prefer has increasingly
become costly to politicians and therefore something that the ambitious politician
will avoid. To get the best of both worlds, politicians pursue the policy goals they
and their supporters prefer yet try to lower the electoral risks by attempting to
manipulate public opinion. )

The approach of imminent elections, however, temporarily interrupt the
drive of politicians to reach their policy objectives. As the elections approached
in the summer of 1996, congressional Republicans and Clinton briefly replaced
partisan gridlock with compromise and cooperation to pass legislation that had
strong public support, such as the minimum wage law, the Kassabaum-Kennedy
reform of private health insurance operations, and, arguably, welfare reform. The
clearest evidence for the impact of electoral proximity comes from studies of
senators who moderate their earlier positions and increase their responsiveness
to their state’s median voters as election day neared (Levitt 1996; Kuklinski 1978;
Amacher and Boyes 1978; Elling 1982; Wright 1989; Wood and Andersson 1998).
Our own analysis found a similar pattern for presidents; comparing the publicly
enunciated positions of Lyndon Johnson with his private poiling revealed a pai-
. tern of rising responsiveness as the 1964 presidential election approached (Jacobs
and Shapiro 1993). The heat of an upcoming presidential election and elevated
attention from average voters appear to motivate politicians for a short period
to respond to public opinion and run the risk of absorbing the costs of compro-
mising their policy goals.

Although the drift of institutionaj changes over the past several decades have
both increased the costs to politicians of compromising policy goals and respond-
ing to centrist opinion and raised their benefits of pursuing the policy goals of
supporters, standard models of competitive elections predict long-term respon-
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torai margins, competitive elections are expected either to produce an alteration
in power that clusters around the median voter {even if it zig-zags from left to
right of the median) or to induce compromise that hews to centrist opinion in
an effort to avoid electoral punishment (Sundquist 1968). However, the last two
decades, as well as the historical record, suggest that responsiveness has remained
comparatively low across elections and that elections may not be a self-correcting
cure. Three reasons stand out. First, motivated politicians exercise substantial
discretion to pursue unpopular policies. Voters lack complete knowledge of their
representatives’ positions; they cannot always monitor and punish officeholders
due to the plethora of considerations that enier into their choices (including non-
policy evaluations of personal image), and policymakers’ strategic packaging of
decisions obscures the costs and responsibility of policy changes (Arnold 1990).
Second, muting responsiveness to centrist opinion is electorally expedient for
most members of Congress from ideologically homogeneous districts. Third, pol-
iticians of both major parties use crafted talk to obscure their true policy goals
and to appear responsive to centrist opinion through their language and symbolic
actions such as candidate Bush’s frequent photographs with blacks during the
2000 presidential election even as the African American comimunity thoroughly
rejected his policies. The 2000 election also showed both candidates closely hew-
ing to language that embraced tax cuts, smaller bureaucracy, more consumer
choice, and expanded social welfare provisions (e.g., establishment of Medicare
drug benefit). The policy goals of politicians have diverged even as their rhetoric
has converged toward words and presentations that signal an atfinity for what
the median voter favors.

POLICYMAKING IN ACTION

Qur book, Peliticians Don't Pander, builds a theory and explanation for variations

:.in responsiveness and, in particular, the decline since the 1970s. We intensively

analyzed President Clinton’s drive for health care reform in 1993-94 and the first

- Gingrich Congress {1995-96) to explain wiy policymakers were discounting pub-

lic opinion in fashioning policy decisions. We combined quantitative research
with a review of White House memoranda, content analysis of the statements

- and decisions of leading policymakers, and semi-structured interviews with senior
- officials. In this section, we briefly outline the political motivations and strategic

considerations that led authoritative officials from diametrically opposed ideo-
logical perspectives to converge on a similar approach to public epinion.

Clinton Revisiomist: Where Is the Great Panderer?

:Perhaps the second most common rap on President Clinton—beyond the ques-

tions about his private conduct—was that he was poll-addicted. Here was the
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content analysis, and other evidence suggest that during the formulation of Clin-
ton’s health reform proposal—the centerpiece of his domestic policy agenda—
public opinion was repeatedly discounted in favor of policy goals that arose from
the president’s own philosophy and policy preferences, interest group pressure,
and other factors not directly related to public opinion. Only after the president’s
plan began to take shape were his polisters called in to “poll the presentation.”
Clinton advisers, both defensive and critical, agreed that the president’s New
Democratic philosophy and economic considerations regarding universal cover-
age and other issues were “uppermost in Clinton’s mind.” Health reform rose to
the top of Clinton’s agenda during his campaign and his first two years in office
because he and his advisers identified it as the means to achieve his overriding
goals of economiic rejuvenation and deficit reduction.> Public opinion toward
health care reform did not clevate it on his agenda. One senior aide during the
campaign and the administration explained that Clinton promoted health care
reform from the start of the 1992 presidential race because “he viewed health care
primarily as an econormic issue first, and as a social issue second.” According to
a wide spectrum of Clinton’s aides, Clinton’s commitment to economic growth
and deficit reduction led to his support of universal health insurance.” Universal
coverage was expected to control government and business costs by ending the
rampant practice of shifting the expenses for treating the uninsured to the insured
and by focusing Americans on remaining healthy and efficiently using the health
system. According to advisers, Clinton’s “goal was not a social goal of coverage
expansion per se”; he “went in as a way to save and reduce the deficit” and,
perhaps, to “finance high priority new initiatives in such azeas as education or

»g

the environment.

The novel approach to health care reform that Clinton embraced was the
offspring of his New Democratic philosophy; it seemed o promise an approach
to health care reform that would expand insurance coverage yet avoid a visible
government role and massive tax increase. Clinion backed a liberal variant of
managed competition that proposed to establish universal access to health insur-
ance by requiring employers to contribute to their employees’ insurance and by
creating new regional bodies that negotiated with private health plans and mon-
itored competition between them. Clinton viewed his novel approach, according

to an aide, as allowing him to “say ‘I have a competitive bill, not a regulatory.

bill' ”* that would finance health care reform by squeezing waste out of the system
rather than imposing enormous direct tax hikes. White House officials, especially
Ira Magaziner, who coordinated health care reform, repeatedly assured the pres-
ident and Mrs. Clinton that by eliminating “waste in the current system, ...
system savings will exceed system costs significantly” and would “cover universal
access and possibly contribute to deficit reduction.”* Managed competition
seemed to promise “something for nothing.”"* (The Congressional Budget Office
[1994] would later report that Clinton’s managed competition approach did not
produce greater savings than costs.) By conlrast, health policy experts or advo-
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regulation of health care spending were fabeled “Old Democrats” and were de-
rided as “Washington people” dependent on the outdated ideas of “direct . . . tax
increases . . . [and] regulatory approaches that the president was not fond of.”®
Put simply, the president and his senior aides like Ira Magaziner preferred the
liberal variant of managed competition to alternative approaches because of their
strong views of what constituted “good public policy.”

Appeasing interest groups and Democratic constituents also drove White
House decisions, especially in designing the framework of the president’s nanaged
competition approach. Long-term care and drug benefits were added, according
to White House documents, to “make the Medicare and Medicaid savings possible
for the American Association of Retired Persons [ard other senior and disability
groups] to support”; the early retiree discounts were created to “solidify large
business, labor, senior and state and local government support”; and numerous
other policies were designed to curry favor with smali businesses, urban areas,
provider groups, and single-payer advocates.'” Even on the issue of comprehensive
benefits, for which White House polster Stanley Greenberg reported strong na-
tional support, several administration officials suggested that aggregate public
opinion was not as influential as “a lot of pressure from a lot of seniors.” “We
+ knew,” one political adviser recalled, “that if we didn’t have long-term care we
wouldn’t get the AARP.”

In short, within the White House, Clinton officjals repeatedly insisted that
 their “plan [was] constructed by the policy people” and that “polling didn’t drive
the policy decision.”!* They fully accepted, as aides reported, that “the most com-
pelling features of our package in policy terms may not yield the highest public
support” (emphasis added).”* Public opinion was discounted (often explicitly) in
- favor of the policy preferences of interest groups, party activists, and the president
- himself.

Qur intensive case study provides an opportunilty to penetrate the black box
of policymaking portrayed in systems analysis and analysis of aggregated data;
the purpose is to investigate how politicians understand, evaluate, and use public
opinion (Jacobs 1992a, b, ¢, 1993). Studying the strategic calculations of policy-
makers unravels a perplexing puzzle of the Clinton era: why would Clinton gorge
himself at a sumptuously provided banquet of polls and focus groups yet discount
public opinion in favor of policy goals when designing policy? Why spend a
?L'tulle on researching public opinion when it does not drive your policy deci-
10n5¢

Our analysis of the Clinton White House’s health care operations suggests
‘that it used polls and focus groups as part of a strategy of crafted lalk or, as
White House aides put it, to “craft the communication strategy and the message”
n order to appeal most effectively to the public.’s White House aides candidly
cknowledged that the purpose of public opinion research was to move Americans
oward supporting what “you care about . . . and believe.” Polls and focus groups

re aimed at determining, as one official said, “where people [are} in refation-
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pofl the policy,” well-placed aides explained, to discover what “people really
wanted policy wise”; rather, “we polled the presentation of the policy.”'®

In particular, White House aides most consistently used polls and focus
groups to identify the language, symbols, and “arguments that will resonale wi.th
people.”!® Pinpointing the “words that people use” in everyday life told the White
House staff how to “talk, describe, and sell” the reform package in a manner that
effectively appealed to public opinion.?® The White House stafl used public opin-
jon research, then, (o identify existing public attitudes and information that sup-
ported aspects of the Clinton plan (e.g., universal coverage) as well as unfavorable
views (e.g., proposals to control costs and expand government bureancracy); then,
they crafied presentations to prompt Americans to bring attitudes and informa-
tion favorable toward the Clinton plan into the top of their minds. White House
research on Americans’ attitudes directed decisions on three aspects of “message”
development: its choice of “security for all” as an overriding theme, its emphasis
on the personal benefits of reform, and its selection of specific words to describe
its plan—such as the word “alliance” to publicly describe the new entities that
were to purchase health insurance for consumers (health policy designers referred
to them as “health insurance purchasing cooperatives,” or HIPCs).

Bill Clintor’s policy preferences, philosophy toward government, and polit-
ical judgments about the policy goals of his supporters drove the formulation of
his health care reform plan. Only after he and his advisers reached their decisions
did they focus on public opinion, and then the strategic objective was to win over
the public to their policy positions and thereby induce cooperation from policy-

makers.

Political Learning: What Gingrich Republicans Shared
with Clinton Democrals

The stark policy differences between congressional Republicans {especially in the
House after Speaker Newt Gingrich took the gavel) and the Clinton White House
produced the Washington version of the “war between the Tates.” Even as Wash-
ington’s political titans squared off during the 1990s, they were driven by common
motivations and strategy: they pursued the policy goals that they and their sup-
porters wanted to achieve into the fall of 1996, and they discounted the fact that
most citizens did not support some of these desired policies. The Republicans
echoed both the public’s broad objectives {evident in the supermajorities of more
than 70% that favored balancing the budget, cutting taxes, establishing a presi-
dential line-item veto, eliminating “welfare,” and passing term limits) as well as
the public’s philosophical leanings toward individualism ané limited government
(about two-thirds of Americans consistently tell pollsters that the government
does too many things that are better left to business and individuals).?!

The Republicans’ specific proposals to achieve these broad objectives, how-
ever, contradicted the public’s specific policy preferences. They ran counter to the
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and safety regulation, school lunches, student {oans, Americorps volunteers, ed-
ucation and training, increased defense spending, and other policy areas (Cook
and Barrett 1992; Page and Shapiro 1992).2 Although Americans favored ending
“welfare,” they did not support either the sharp cuts in government spending for
poot people or the punitive approach to children and the poor that the House
proposed. During the 104th Congress, majorities of nearly 60% of Americans
continued to support government assistance for “poor” people and over 80%
believed that the government was spending too little or about the right amount
on “assistance to the poor” and “poor children.” Moreover, the 104th Congress
failed to act on the popular political reforms of term Limits and lobbying regu-
flations, despite Republican promises in the Contract with America to enact them,

An intensive analysis of the Republicans’ motivations for discounting public
opinion points to the importance legislators attached to their own policy goals
(what they considered “good public policy”), as well as the demands of party
activists and interest groups. The policy decisions of many House Republicans
were driven by the fact that—in the words of House Republican Whip Tom
Delay—they were “ideologues [with]...an agenda [and].. . philosophy”
(quoted in Drew 1996, p. 116). House Republican Sam Brownback, a leader of
legislators who first entered Congress in 1904, agreed that “most of my colleagues
are very ideologically driven” and came to Washington committed to making
good on a “very aggressive, very ideological campaign . ., [to] reduce the size of

- the federal government” (quoted in Drew 1996, Pp. 124-25).

The views of DeLay and Brownback were repeated in our interviews with
staifers; legislators were determiined to “do what's best” according to their per-
sonal values. One Republican respondent explained: “On policy, beliefs are more
important than public opinion.” Another explained that the member of Congress
“just does what he feels he needs to do. Public opinion is not at all useful in
day-to-day policy making.” Eighty-eight percent of the legislative staff we infer-
viewed (46 out of 52) acknowledged that public opinion information was used

' to lobby their offices but argued that it had no influence on the member; their

member “stuclc” to his or her beliefs and distrusted the results because the “num-
bers are so easy 1o manipulate” to serve the interests of the lobbyist, whether an
interest group, another legislator, or the White House. The persistent and un-

-equivocal downplaying of public opinion by the staff we interviewed is consistent

with the gap between public opinion and Republican positions as welf as with

. the previous research on a member of Congress and his constituents, which

supgests that the preferences of a member’s constituents has a modest and highty
contingent effect on the legislator’s voting decisions and electoral prospects.
The policy goals of Republicans were the product of not only legistators’ own

beliefs but also the preferences of the Republican Party activists and interest
- groups who supported them, especially the Christian Coalition, the National Rifle

Association, and the National Association of Small Businesses {Drew 1996). The

~standing of the Republicans’ allies was reflected in the dramatic rise during the
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Stimson, MacKuen, and Erikson (1995) have reported that government policy has
followed public opinjon as it moved in a liberal direction in the 19605, in a
conservative direction around 1980, and then back toward a liberal course in the
late 1980s. These results have heartily supported the assumption that politicians
unrelentingly “pander” to public opinion when making policy: for politicians,
public opinion is the only signal that matters. Politicians behave “|lJike antelopes
in an open field” (p. 559); “When politicians perceive public opinion change, they
adapt their behavior to please their constituency” (p. 545).

The authors’ chapter in this volume augments their previous reports of
“antelope”-like responsiveness of politicians by conducting “systemns” analysis and
focusing on the “larger set of dynamics that comprise the macro political system”
(chap. 2). Their admirable motivation is to demonstrate the endogeneity of pre-
viously disconnected aspects of American politics: economic conditions, public
opinion, policymaking, elections, and other factors. The authors’ embrace of sys-
tems analysis both modifies their treatment of political representation in impor-

- ant respects (partisan composition is now incorporated with public opinion in
. an analysis of government policy) and raises new questions.
Systerns analysis reached its heyday in the social sciences during the decades
after World War 11 and then became the subject of probing qaestions during the
19705 In 1970, Giovanni Sartori classifted research—in one of the classics of
social science methodology-—as running along a “ladder of abstraction” between
two extremes. At one extremne were descriptive studies that suffered from the
- “microscopic errors” of exclusively focusing on particular detail and failing to
identify common patterns across cases; at the other extreme were global ap-
proaches such as systems analysis that attempted to explain everything but com-
-mitted the “macroscopic errors” of failing to measure accurately the most basic
aspects of political reality. Sartori’s recommendation was for “middle-level” the-
orizing that produced empirically grounded but theoretically informed analysis,

Indeed, the criticaf reaction to systems analysis was an important catalyst for
the return to the workings of institutions that is now a prominent part of con-
temporary political science. Three or so decades ago journals and books chron-
icied the ways in which government institutions and political conflict produced
government activities that defied the predictions of systems analysis. The fash-
ionable catchwords of the day referred to breaking open the “black box” of sys-
tems analysis into which inputs flowed and outputs popped out; the aim was to
accurately understand policymaking while producing generalizeable “middle-
leve]” theorizing (e.g., Skocpol 1979; Verbal 1971; Tilly 1975).

Although the empirically grounded research by Stimson, Erikson, and
MacKuen and, specifically, their Maero Polity project avoids the most extreine
orm of systems analysis, their work does raise two questions posed three decades
arlier about systems analysis: the authors rely on a form of overaggregation that
reates “macroscopic errors”; they do not study changes in relationships over
ime that produce temporal variations in responsiveness, The result is that their

advocacy groups, business groups, and others sympathetic to the party’s goals
(Gor)’z}?’e;ﬁ;zcan leaders would discover, 1egi5.lative'p‘roporsals dthat CE:EE;?Z:S;
the party’s policy goals and responded to centrist opinion face afpz e revol
by rank and file legistators as well as p.arty supplorters. Co1;sewa 1Vas ) 5d(511ding
{especially in the House) were vigilant in .pro’f(estmg whaF t”ey 53“;5 A
on key elements of their agenda, equating “compromise” an Fl?h o
difference” with the abdication of principle (Drat\r 1996, p. 310}, 1 Ie‘ st
Coalition and other supporters pressured Rep.u.b[lcans to .ena(?t t1fen Erﬂin "
legistation and ominously warned {in one mailing) of rle’t,nbut:o]::lL s;'s:hne?der
follow its policy goals: “We'll throw you out. We mean it” (quote

1995)1'n short, the intensive cases studies of the Clinton and Repu.b-.llC;lll poh:l)-!
initiatives in the 1990s, as well as more systemnatic .research .011 po%mca :esﬁic

stveness, point to three findings. First, the' respgns;\;';le?; Sng::ﬁE:;e;ﬂ[c)e th};
! ic is not static but varies over time. Se » it has dec)

137:: 'I];Ellj)rld(,: changes in American political dynamics and 11?5t1tut11(?nal S:I;eizz;
ments have increased the perceived political f.)eneﬁts'of pursumfg Po icy gfcem]_ist
electoral goals, increasing the incentives for dlscountmig-tlh‘e prede1iEst:J -
opinion when it has diverged from those of party activists and other supp

of ambitious officeholders.

STUDYING VARIATION AND POLITICAL CONFLICT IN
SUBSTANTIVE RESPONSIVENESS

The previous chapter by Erikson, MacKuen, and Stimson, as n'rtiﬂ e?s til.eu‘ iljll;ee\;;(:.lﬁ
work (Stimson, MacKuen, and Erikson 1994, .1995.)' Offe.rs an a.te.:llna 1v.e s
tation of government policy and public opinion in which politicians in
fouogtiilj:;;i (I)\]/;I};z;lltn, and Erikson base their conclusioni on hi%hly aggreg::;c%
measures of domestic public opinion (01',f IIEL theli.r terrﬁi{ C;I:lzsi a)ﬁ:gl f(g)(r)veaCh
i e global measures of liberalism a m [
)rrltla?:ttc})) (t):acc)i; Ellzegelclfsiogns of American government on domcs.tic. afflalrs su(lizc; il:l
19505 (such as legislation enacted by Co;lgres§): Tl‘ley have 51m1‘];e;ry lc;obna Jensel
available public opinion toward domestic policies into compara hy g e
sures of liberal and conservative public “mood.” The reslearcl'%ers t en as -es. -
changes in government policy in a liberal or ccnservah:'e dlrgct.lt@;hce(i)l-rlln ghOd
to changes in public mood for more or %ess g.oxfernment.. iuls (;1 ) e
treats policy decisions and national public opinion as a s.mgel unet])lls;ds ol
ological conservatism and liberalism a.nd then compares the pu _
conservative “mood” to overarching policy measures. . N —
Based on these highly aggregated measures of public opinion and policy,.




? CRAFTED TALK AND THE LOSS OF DEMOCRATIC RESPONSIVENESS
70 DOES POLICY RESPONSIVENESS EXISTY

71
ini i ir i about dem-

empirical portrayal of public opinion and policy and their 1lnferences abo don
ocratic governance are incomplete: not allowing for strategic attempts .to m bl};i!c

i ul

ulate public opinion leads them to conflate responsiveness to genullvnet.p ;
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i i imulated responsiveness. Their concep :
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them Lo disentangle variations in responsiveness over time that stem from g

Problems with Model Specification

MacKuen, and Stimson mis-specify their model becayse they fail to
ly control for endogeneity and spuriousness, despite their initial acknow-
edgment of the problen; (chap. 2). Research on politicians’ calculations, behavior,
nd strategy reveals that they are not content to rely on global indicators of public
'p_inion. Instead, presidents and other officcholders and political activists devote
Ormous time, money, and organizational resources to tracking and analyzing
ublic preferences and reactions toward specific policy issues (Jacobs 1992 a, b
nd ¢; Jacobs 1993 Jacobs and Shapiro 1995h; Heith 1995), Even a Cursory review
[ presidential archives unearths a veritable warehouse of polling data on specific
olicy issues. During the 1996 presidentia) campaign, for instance, Bill Clinton
nd his advisers tracked the public’s preferences toward an array of policy issues
om welfare reform to health care and income policy, with many surveys prohing
18 reactions to specific options for policy change (Morris 1999, appendix).
infon decided in 1996 to move simultaneously in a conservative direction by
ining welfare reform and in a liberal direction by expanding the government’s
le in health care and income policy. A global approach to public opinion and
licy would have conflated these two quite different sets of public attitudes and
istakenly characterized Clinton’s behavior as moving in strictly a conservative
ion. Put another way, the systems approach to political representations lacks
micro-foundations to bolster jts assumption that politicians follow global

ing political and institutional dynamics.

Overaggregation

Stimson, Erikson, and MacKuen claim that hi.ghly aggr'egated ineasures Zf_iltl;e:]
conservative trends in public mood and national policy are mollie ace es. The
realistic than studying public opinion and policyltowat.‘c} actual. po k1lcy 15511;“’. e
case principally rests on two claims.. F(iirst, tyflucaiucgltf;e;;;”Totd:tel‘;p s,peci
highly generalizeable policy attitudes and “u -
i‘jlrlgerer?cez (gSt'Lmson, Erikson, and MacKuen 19911); on the other hta?}(li;:h:;is_
confident that their mood measure identifies the ”common eiemend OllthiCiag.
over time and across apparently dissimi]a; issuesdn(clhiiaz)-Osfez?trilt;dis towa}
: ied with the public’s general “mood” in _
;;ieﬁzﬁzil:i)oiicies: “it is I,lile general public (iisposi.tion, the mood, ‘;Villgl polig
makers must monitor” (Stimson, MacKuen, ar.1d Erfklson 1994, pp. 303 t .
The macro, or systems, approach to pub.hlc opllmon. and 30\.’;““":;51
is susceptible to the macroscopic errors Sartori .1d'ent1‘ﬁed u,:;; e;-iele;fbiic mak The overaggregation of public opinion and government policy produces a
systems analysis. Most notably, important 'd15;m.c;tllorllz ical continuum. Ame stantial risk: the systerns approach may lose sight of politicians’ efforts to
among different policies do not fit alo'n.g al51ngI§ 1 d'ef?eregnt from their evaluatio anipulate public opinion in order (o simulate responsiveness. A long (and per-
icans’ thinking about social Welffdre POh(_:leS 18 qmie ! d rdér issues, and diffe Aps dominant) line of research on American politics has documented the sub-
of social policies (abostion, capital PU?IShment’ " Elm ;)fare {ssues :even as i itial efforts of politicians to changing public opinion through “explanations”
ent racial issues): Americans may l‘ae hbe‘rall 01:4 soca Wf on public support rchestrated presentations (Fenno 1973, 1978; Ginsberg 1986; Kernell 1986) or
express conservative views on S(-)C]al policies Resea“;; timepdemonstrates event voters from clearly monitoring their representatives by tracking the
specific policies and on changes in these prlefe?ren'ces ovb o o available i of particular legislation to a single vote (Arnold 1990}. The commitment of
the public consistently draws reasonable distinctions— alS) o cians to changing public opinion is consistent with much of the research on
mation—between different government programs (]acTJCS aE 1979 Iijoo mporary government institutions and elections, which point to party activ-
chap. 7; Page and Shapiro 1992; Zaller i992; Best 1999; Cook 1979; d other factors as the primary influences on politicians (Aldrich 1995; Rohde
Barrett 1997; MaYt?r 1992). o tistical consequences that obscurc ¢ P_age 1978; Wittman 1983, 1996, Poole and Rosenthal 1997; Kingdon 1989;
Overaggregaﬂm}. has mgmﬁc?ult tha‘,ls Erikson, and MacKuen to a 2 197.4; Shapiro, Brady, Brody, and Ferc'zjohn 1990). ‘ .
empirical patterns. First, the efforts o S'umson, n d're;tions greatly reduc veusing on global outcomes runs the risk of obscuring causal connections,
a number of diverse issues that.move 1 dOP}fOSli'Tnitl the variance they do public opinion drive policy decisions or do politicians make strategic and
variance that they have to explain. Secon' ! eyl , roach is akin to anal d-efforts to alter public opinfon? What the Systems approach treats ag
to a particular trend that fits tl:le‘1nodel mcel.y. Tl e%r P h neater and easi fitive responsiveness may in fact be the product of “simulated responsive-
group means rather than individual l;ehavmr.. it 151 mu.'CiS aot for greater p -cases in whick politicians {with the inadvertent aid of the media) influ-
obscures critical patterns in the data.? 3:1222;;; ;n;lnpjrical pattems 5 ublic opinion in order to create the appeararice of responsiveness to public
ularism and “thick description”; accurs :

. % [ short, the study of global ideological trends may both underestimate
i ’ 'pach masks critical : g _
essary to build worthwhile theory, yet the authors’ approa n#1n short, the study of global |
Af tha Adata
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centrist opinion and overstate the actual level of government responsiveness to
the public’s relatively autonomous preferences.

Erikson, MacKuen, and Stimson do suggest in the previous chapter that
public opinion is affected by government policy but the impact is highly abstract
and not animated by political conflict and strategic caiculations. Public epinion
is scripted by the authors to move mechanically in the opposite ideclogical di-
rection of policy: “We expect citizens to want more government when government
in fact does littie, to want less when it does much” {chap. ). Although the authors
investigate the impact of partisan composition on responsiveness, their framework
and analysis do not consider directly the impact of partisan policy goals on po-
litical strategy and on attempts to manipulate public opinion: their initial ac-
knowledgment of endogeneity remains outside their actual systems model. As we
suggested earlier, intense political conflict and dueling ideclogical commitments
during the 1990s motivated rival sets of political elites to adopt crafied taik asa
strategy to win public opinion. The product of these dueling campaigns to win
public opinion was vividly illustrated in September 1994: Repubiicans gloated that
most Americans got what they wanted when Cougress defeated Clinton’s pro-
posal; Democrats {(who controlled the White House and both chambers of Con-
gress) decided to accept quietly the defeat of the unpopular Clinton health plan.
Although the policy decisions of Democrats and Republicans in September 1994
appear to “respond” to the public’s evaluation of the Clinton plan (which had
declined by twenty percentage points over the past year), that reaction was itsell
the product of a sustained and well-orchestrated strategy by opponents of health
reform and the media’s coverage of the political battle.

In short, the macro, or systems, approach to political representation may be
confusing substantive responsiveness and simulated responsiveness. The result is
that the global approach misses the decline in government responsiveness since
the 1970s because it failed to accurately measure public opinion toward policy,
government policy itself, and the relationship between the two. The global view
obscures the institutional and pofitical dynamics that condition real politicians
to discount substantive responsiveness in favor of attempted manipulation. Study-
ing political representation requires analyses that connect public opinion with
real institutional and political dynamics.

The Static Treatment of Substantive Responsiveness

Although Erikson, MacKuen, and Stimson have previously characterized their

findings as demonstrating “antelope”like hyper responsiveness by politicians, the
results they present in the previous chapter may create the false impression of |
muted responsiveness. For instance, they note that about a “third of each years

public opinion change is found in next year's policy activity” (chap. 2). Few (if

any) students of government responsiveness would be surprised by this result or
expect public opinion to have no impact on policy. Their comment, however, ;
focnses narrowly on the direct impact of public opinion. Their tables and figures
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make it clear that public opinion also exerts substantial indirect influences as
well—namely, a determinative impact on partisan composition (see table 2.1} and
Democratic Party control (see table 2.2), The combined direct and indirect impact
of public opinion is substantial and consistent with an interpretation of the po-
Iitical systemn as highly responsive.

The systems approach Lo political representation outlined in the previous

chapter treats substantive responsiveness as stable over time: what is heralded as

a dynamic model is, in fact, quite static in important respects. Global aggregetion
and the omission of direct attention to political conflict and institutional dynam-
ics lead the authors to miss the ways in which changing political and institutional
patterns alter the motivations and strategic calculations of politicians as they
weigh policy goals and electoral goals. The underlying—and theoretically unde-
veloped—presumption is that politicians’ goals do not vary over time.

But there is a larger point here: the impact of partisan composition varies
over time and alters political calculations and thereby the levels of responsiveness.
Politicians have been caught in a tug-of-war between wanting the benefits of
pleasing voters (as the “median voter” theory predicts) and fearing the costs of
displeasing party and interest group supporters. The costs and benefits that pol-
iticians attach to pleasing voters by responding to their policy preferences and
pursuing cherished policy goals vary over the course of both short-term election
cycles as well as longer-term historical cycles of several decades or more. Although
the authors acknowledge that “policy will always err in the direction of the ide-

ological position of the party” {chap. 2), they treat this as a fixed rather than

changing condition. indeed, it is precisely the intensification of partisan polari-

~zation that has increased the incentives for ambitious politicians to discount pub-
“lic opinion over the past two decades or so. We need a dynamic theory of political
- representation that explains rises and falls in substantive vesponsiveness as a funcrion
~of real and changing political and institutional factors.

Let us be clear, then, about our criticism of the approach Erikson, MacKuen,

-and Stimson use. Their models examine changes in variables over time. Our point,
“however, is that the structure and parameters of the statistical models Friksorm,
- MacKuen, and Stimson employ are static.

POLITICS AND POLITICAL REPRESENTATION

- Politica! representation is one of the most significant indicators of the health of
~a working democracy, Popular sovereignty and the notion that government largely
follows the wishes of its citizenry is a normative rationale for representative gov-

ernment. Many of the most heavily studied areas of Ametican politics and polit-

ical science more generally—from elections and interest groups to legislative and
“executive politics—are the tools for achieving political representation, and their
:study is intellectually motivated by just this concern with popular sovereignty. Yet
the amount and deoth of the actual research om nolitical renresentatinn lap
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far behind the importance attached to it. More and better research on the.co‘n-
nection between government policy and the wishes of the citizens is a high priority
for political scientists. N
Perhaps the most significant challenges for future research on polmf:al 1'e.pr
resentation are to include real institutions and political dynamics and to identify
variation over time. Failing lo examine the political costs and benefits that .:‘eal __
politicians associate with responsiveness threatens to construct a merfe abstract.lon
The substantive responsiveness of politicians to centrist opinion varles‘over time
Identifying this variation and developing grounded explanations for itis a daunt-

ing but significant challenge for future research.
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words, means being slaves to public opinion and the poils. To do the opposite—
not to pander--means ignoring public opinion.

In short, Jacobs and Shapiro write as if compelled not only to defend their
favorite explanation but also to challenge the relevance of other contenders. The
analogy would be if our work that contends that public opinion does matter
(chapter 2 of this volume; Frikson, Stimson, and MacKuen 2002) went on to
argue that politicians follow only public opinion at the expense of all else, Then
we could title our contribution “Politicians Don’t Shirk.” Like “not pandering,”
“not shirking” is an awkward phrase that implies a mono-variable explanation.
As applied to politicians, to “shick” means to ignare the interests of their clients,
the public.' When a politician’s actions stray from the preference of the constit-
uency median voter, the politician “shirks,”

Do politicians “not shitk” or do they “not pander”? This would be an uncon-
structive debate that neither side would {or should!} win. Although we haveno quar-
rel with their Politicians Don’t Pander, they evidently challenge The Macro Polity.
The last part of their contribution in chapter 3 faunches a critique of our research,
summarized in chapter 2, which claims to show policy as responsive to public opin-
ion. Does a fundamental incompatibility prevent poiiticians from res ponding both
to their own policy preferences and the preferences of their constituents?

Jacobs and Shapiro exaggerate our position. They say we say that “politicians
incessantly follow pubiic opinion” (p. 24, our italics) as if “public opinion is the only
signal that matters” (p. 25). Not so. Perhaps more disturbingly, and in a surprise to
us, we are guilty of an alleged “enthusizsm for resuscitating systems analysis”
(P 25), by which they mean a defunct theoretical approach that Sartori proclaimed
dead over two decades ago.? Finally, we are all wrong in our evidence anyway. We
‘mis-specify” our model because we “fail to control for endogeneity and spurious-
ess” (p. 28). As no statistical critique follows this remark, some may inferpret it to
ean that any statistical evidence that public opinion matters is inherently suspect.
-Jacobs aud Shapiro do not actually claim that public opinion s no impact
n public policy, After all, they purport to take seriously the research showing
at. public policies or policy changes usually agree with majority opinion or
nge in opinion. Similarly, we grant that they cannot really believe that our
eling assumes that politicians either have no policy beliefs or set aside their
personal beliefs when they make policy, Yor the rest of this chapter, we focus on
areas of agreement and disagreement between us and discuss how the differences
nd misunderstandings might be resolved. Jacobs and Shapiro raise some inter-

sting points thal deserve discussion.

4

Panderers or Shirkers?

Politicians and Public Opinion

ROBERT 5. ERIKSON, MICHAEL B. MACKUEN,
AND JAMES A, STIMSON

=

in chapter 3 and in an earlier award-winning book {Jacobs and Shapiro zovo), _
Jacaobs and Shapiro argue that “politicians don’t pander.” What does this mean? ._
Jacobs and Shapiro make a compelling case that politicians are more complicated -
than mere machines seeking reelection. Politicians, they say, are also motivated .
by policy considerations. Politicians try to create public policies that, from thei
diverse ideclogical perspectives, they perceive to be in the public interest. ]acot?
and Shapiro assert, moreover, that when facing the dilernma of satisfying pubh.
opinion to stay elected or making good policy, poiiticians often try to .educat.
the public. For politicians, the policy decision comes first, then the crafting of :
message to sell it to the public. When politicians successfully nudge the public)
policy preferences closer to their own, they improve their chances both for re:

election and achieving desirable public policies.
So far, so good. Political scientists are all too timid in acknowledging that

elected politicians actually care about the policies they produce. Of course, mem-
bers of Congress, for example, are not indifferent to the policy implications of
their work. And Jacobs and Shapire’s idea that politicians try to “educate” is a
refreshing insight. If they were to stop there, what they say would generate litile
controversy. The trouble is the next step. What they sometimes seem to really
mean by “politicians don’t pander” is that politicians care, that they try to edu-
cate, and that they don’t give a damn about public opinion. “Pandering,” in other

ARE POLITICIANS DON'T PANDER AND THE MACRO
POLITY IN LOGICAL CONFLICT?

Suppose, in the abstract, that X causes Y. What does this fact imply about the
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ing X causes Y, what does this imply about the possibie reverse cffect of ¥ on X2
Unless there is a rule of nature that each variable can have but one cause or that
there can be no simultaneous effects, the answer, of course, is “nothing.” For
instance, whether the size of the police force affects the erime rate has no logical
bearing on the possible effect of poverty on crime. And if the number of officers
affects the crime rate, it does not logically follow that the crime rate cannot affect
the number of officers. In fact, the truth of one causal statement will often
strengthen the case for the plausibility of the other. When cops on the street
actuaily prevent crime, there is more reason to expect that police will be sent to
areas with high crime rates.?

The application to the current discussion should be obvious. We see a clear
compatibility rather than a logical conflict between Jacobs and Shapiro’s work
{politicians care about policy and try to educate their constituents} and ours
(public opinion matters). First, politicians can be strongly motivated to satisfy
both public opinien and their own beliefs. Second, if peliticians do influence
public opinion, it does not logically follow that public opinion therefore cannot
influence politicians and their policy making. Indeed, if politicians try to influence
public opinion as Jacobs and Shapiro say they do, the oaly plausible motivation
is because public opinion matters at election time. We develop these points in
the following section.

The Public’s Preferences versus Personal Preferences?

We begin with the assumption that elected politicians want to construct useful
policies and to stay elected, if for no other reason than to be able to make more
good policies. What politicians must do to stay elected depends on such matters
as the attentiveness of the voters to policy issues and the politicians’ ability to
discern what the voters want. Suppose voters are totally inattentive to policy.
Potiticians could manufacture policies without regard to public opinion. Or sup-
pose voters are totally attentive and clearly transmit their preferences to politi-
cians. Politicians would need to pander to the median voter as if their political
careers depend on it}

The reality of course is somewhere in between. Jacobs and Shapiro are largely

silent on electoral sanctions, offering more discussion of pofiticians’ obligations

to extremists in their party constituencies than of obligations to the median voter,
Our view is that the overall responsiveness of the electorate is strong enough to
compel politicians to respect the electoral consequences of ignoring public opin-
ion—but certainly not strong enough to make them abandon their ideological
principles. This is no grudging conception that yes, maybe politicians lead as well
as follow. Both individually and collectively, the three of us have always incos-
porated both conceptions of representation. For example, Stimson said it explic-

itly in a 1991 precursor to this work: “The postulate is this: Politicians engage in -

representative behavior because they wish to lead, to have influence on the di-
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however, is a troublesome simplification, Politicians must stay in touch with pub-
: lic opinion in order to exert the leverage to move it

Policy-driven politicians do not necessarily thwart policy representation.
“When politicians make policy based on their personal policy preferences, they
-can actually enhance representation by providing a valuable policy cue that voters.
‘Instead of relying on the cheap talk of campaign rhetoric, voters can use the
.information that Democratic and Republican politicians have different policy
“tastes and choose accordingly. Democratic and Republican politicians may both
try to follow public opinion somewhat, but the voters know also that when
elected, Democratic politicians “cheat” to the left and Republicans “cheat” to the
“right, Aggregated to the national level, the party composition of Congress reveals
most that is needed to know about the net liberalism-conservatism of the mem-
. bership.

Politicians Responding to Public Opinion versus
Politicians Educating the Public?

The inner workings of policy representation are commonly depicted as politicians
Jesponding to exogenous policy preferences emanating from public opinion. Ja-
cobs and Shapiro turn this around to show that politicians often decide on a
policy program and then try to convince the public of their position. At first
glance, it might seem that if politicians try to educate public opinion, public
;opinion must actually have little influence on policymaking. But the truth is that
ne depends on the other. Politicians would likely try to educate the public if the
public’s policy preferences affect the politicians’ electoral fates. Voters’ policy po-
_'sitions affect their electoral choices and ultimately public policy. If policy issues
‘were essentially irrelevant to voters, politicians would not need to gain the voters’
-agreement for the policies they are about to instilute.

Does it matter whether voiers get their ideas from politicians and other
;political elites? 1t is possible to misperceive the contention that public opinion
matters as an assertion that public opinion implausibly emanates from the ex-
‘ogenous preferences of uninformed voters—the opinions of the lowly “masses,”
35 opposed to worldly “elites.” Although we remain neutral on the matter, it does
'seem unlikely that the shifting currents of public opinion regularly bubble up
exogenously from the bottom strata of socicty. The alternative is that opinion
change originates dispropertionately from “efites,” including Jacobs and Shapiro’s
pliticians.

That opinion change originales with the opinions of informed “elites” is no
reason to diminish the causal connection from opinion to policy. Elite ideas may
ft_rickle down to the mass public; mass opinion change then might generate policy
change. But this is not to argue that elite consensus is then propagandized to a
compliant public for its deferential ratification. Political arguments emanate from
competing elite points of view, and the public chooses which to endorse.’
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HEALTH CARE AND THE FIRST REPUBLICAN CONGRESS:
AN ALTERNATIVE INTERPRETATION

Jacobs and Shapiro present two detailed examples of policymaking—Clinton’s
failed health care plan and Gingrich’s aborted “Contract with America.” Jacobs
and Shapiro inform us of the zeal and idealism with which elected leaders and
their staffs promoted these policies not necessarily because of electoral payoff but
because they saw them as “good.” According to Jacobs and Shapiro, in each
instance the leadership initially held a vision of correct policy; when the policy
specifics were burnished, they worked to sell it to the public.

We have no reason to dispute the main points of Jacobs and Shapiro’s ac-
counts of these policy events. Of course, one can quibble with the details, For
instance, was the “Canadian” health care model scrapped because it was suppos-
edly inferior to “Hillary care,” or was it abandoned as oo “leftisi” and therefore
less viable with the public? And did the early post-1994 Republican Congress really
pursue a mission too important to be constrained by public opinion? The Re-
publican leadership tried to sell its contract as mandated by the Republican suc-
cession to power. One can amass evidence that the congressional Republicans
kad convinced themselves that they had the ear of the people, only to express
befuddlement at extensive public opposition to many of the details.

All this is somewhat beside the point, however. In each instance, two im-
portant things happened that receive little notice in the Jacobs and Shapiro nar-

rative. First, both the health care Initiative and the contract received a rebuke at -

the polls—when the public turned Congress over to the Republicans in 1994 and
when they gave Clinton his easy victory in 1996.* After 1994, a major health care
initiative was a dead issue. After 1996, there was no hope of passing the content
of the coatract. And in each instance, even before the electoral rebuke, the politi-
cians realized that the policy initiative had overreached. Already, by summnier 1994,
“Hillary care” proved so unpopular that it was pronounced “dead on arrival”®
when placed at the doorstep of a Democratic Congress. In summer 1996, the

Republican Congress, realizing its disadvantage with the more moderate president
in the eye of public opinion, desperately tried to backtrack from its rightward

course, even passing the first increase in the minimum wage in nearly a decade.

In the end, the essentially moderate public was the decisive determinant of -
the policy agenda of the 1990s. The Clinton administration steered too far left

and then the Republican Congress steered too far right, each convinced that the
public supported them. The electorate made the call to produce the ideological
balance of divided government.

HAS THE ROLE OF PUBLIC OPINION DECLINED?

Has the importance of public opinion declined over the years? Jacobs and Shapizo
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;our work—to test for (in the lingo of time-series analysis) the presence of time-
: varying parameters, We chose not to do so, partially because of a belief that cur
stim data were not up to the task and partially because we saw no compelling
heoretical argument for the role of public opinion to vary visibly over the post—
- World War I span of our analysis,

Jacobs and Shapiro are convinced that the impact of public opinion on policy
~has been in decline at least since the 1970s. Largely, they argue that the parties
“have become increasingly polarized ideologically, driven by changes in the nom-
ination system that increase the role of party activists. Obviously, the parties have
- become increasingly polarized, for reasons scholars continue to investigate. But
does it really follow that, Just because parties are more polarized, public opinion
- thus plays a lesser role in policymaking? The matter may be too complicated for
- confident assertions.

Pofarized parties do sharpen the choices available to voters. Indeed, a pre-
“vious generation of political scientists claimed that policy representation was
-handicapped by an absence of “responsible” political parties; they meant that
“parties should provide clear policy choices to guide the electorate toward better
“collective decisions. Polarized parties now provide that choice.

: Polarization enforces the bundling of all issues into coherent seis over which
__'disagreement occurs along party lines, In an early, unpolarized era it was normal
for politicians to pick and choose positions without enforced consistency. They
“could be liberal on social issues yet conservative on econoImics, conservative on
race, yet liberal on other aspects of domestic policy, and so forth. That is now
-rare. To be conservative in the polarized period is to be conservative, period. And
the same for liberals. Where policy is polarized, there is little nuance, and the
signal of a bundled public opinion, such as mood, shouid be all the stronger.

MACRO-ISSUES, MACRO-ANALYSIS VERSUS
SINGLE-ISSUE ANALYSIS

‘As summarized in chapter 2, our analysis of the opinion-policy connection tests
for the impact of global opinion, measured as a single dimension of liberalism-
conservatism (mood) on policy activity and policy, measured again as one-
dimensional liberalism-conservatism. Jacobs and Shapiro say that by aggregating
50 much we miss the nuances and subtleties of policymaking. Moreover, they
note that the political world contains ideological inconsistencies—opinion does
not always move the same way in one policy domain as in another, and Congress
sometimes makes “liberal” decisions in one domain but “conservative” ones in
another. Evidently, they think that each issue and policy decision should be ex-
amined separately, as if no common ideological context exists,

- If one wishes to explain passage or failure of a specific congressional bill,
one might consult opinion polls on that issue (if any) rather than global mood
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degrees of freedom.” We prefer a macroscopic approach precisely because, by
aggregating and averaging, “errors” cancel out. The electorate’s global taste for
liberalisim or conservatisim will predict the liberal or conservative tone of policy
decisions, averaged over many issues. Indeed, this is what we find, and it is
difficult to explain away as a statistical illusion.

General versus specific is a familiar argument. How is it to be resolved? If

we asserted that the general was also universal, that every specific opinion man- -

ifested underlying mood, then finding a single exception would defeat the gen-
eralizalion. Bul we malke no such assertion. We find a common domestic policy
domain that does not inciude issues related to crime or to the abortion contro-
versy. We claim only a high degree of commonality across issues. Then an oc-
casional exception is nothing more than an error term. We can do better than
simply argue the matter. We estimate how much variance in public opinion series
is common; it is about half.’®

How do Democrats and liberals manage to overcome the odds and line up
on the “liberal” side of health care and the “contract?” How do conservatives
managed to sort themselves into the “conservative” position on both? The odds
of doing so by chance, taking exception and nuance at face value, are appallingly
small. But no reasonable person, Jacobs and Shapiro included, actually believes

that everything is independent. Exceptionalism is a useful argument as criticism,

impossible {0 defend as theory.

Actually, when important proposals are both on the legislative agenda and
in the public eye, the circumnstantial evidence shows that public opinion plays a
major role. We have examined available public opinion polis regarding major
laws on the eve of their passage. Because the legislative path is fraught with
obstacles, one should not expect ali popular ideas to become law. But if public
opinion is an important part of the policy mix, one should expect Congress to
be wary of passing major legislation that polls show to be unpopular. That is the
case. Policies that were controversial in our collective memory were popular at
the time of passage,'' including the major civil rights bills of the Johnsoen years
and the major legislation of the early Reagan presidency. In more recent times,
the polls showed that the George W. Bush tax cat of 2001 enjoyed a plurality in
support. Morcover, we are struck by how roll call support for major legislation
tends to be one-sided on fnal passage, with close voles the interesting exceptions,
It is as if much major legislation obtains not only the support of the nation’s
median voter but also the support of the median voter in the vast majority of
states and congressional districts.’? Could it be that when the preponderant weight
of public gpinion is unambiguous, members of Congress run like antelopes io
the popular position?

Jacobs and Shapire critique our bundling of disparate issues into a composite
measure of liberalism-conservatism for mood. They worry that preferences on
different issues—for example, social policy issues and social welfare issues—can
move differently over time. By forcing all issues into one aggregation, we com-

PR tha varinnes and “ahernre critical nattarne Af the data™ (28 OW ronirse.
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_public opinion does not move in precise lockstep across all issues al the same

“time. The methodology of mood measurement takes into account that opinion

on disparate issues tends to change in part due to common currents of shifting
ideological change. The mood measurement extracts this commeonality, discarding

-the differences. Specific opinion items are reflected in mood only if they show
-opinion following the common trend on the dominant dimension.

- Assume that the public evaluates politicians in a piecemeal fashion (Fiske
1986), from the sum of their separate behaviors on separate issues rather than
‘merely identifying their global ideological position. Assume also that this is how
politicians perceive their reputations, as the sum of the evaluations of their be-
haviors rather than an evaluation of their global position. The complication {for
.us) is when a conservative policy might be popular in a liberal era or vice versa.?
Even so, measuring opinion as the weighted average across many issues distills a
commeon component of policy preference, just as aggregating policy activities or
policies distills the common component. Even if voters are inclined to judge by
summing microscopic evaluations, the evidence should be visible in an opinion-
policy correspondence at the macroscopic level.

Jacobs and Shapiro misunderstand the consequences that would result if

- public opinion were more nwltidimensional than our portrayal. A worst case
- would be if responses to poll items on salient issues move independently of the

commen trends mood identified. Opinion on these items would be heavily dis-
counted, ignored, or (if countercyclical) even given the wrong sign in the mea-
surement of mood. Such a hypothetical distortion of the evidence would work
against the representation hypothesis, not provide false support. If mood misses
opinions on key issues salient fo the public, these omissions make all the more
remarkable the fact that a flawed measure stilt predicts policymaking and policy.

CONCLUSIONS

The title of this chapter sets up a false dichotomy. Politicians in the representation

process do not choose pandering or shirking. These choices imply excessive re-
liance on opinion polls or constituency abandonment. Elected politicians deal
with the complex trade of satisfying constituents {to stay elected) versus achieving
“good” policy. Jacobs and Shapiro show one solution to this problem: convince

~ the constituents of the “goodness” of one’s preferred policies. But even through
- politicians try to persuade (and are sometimes successful) the public controls its
- policy destiny.

NOTES

1. This usage of “shirking” traces to certain economists who have ventured into the

study of politics, Interestingly, econamists view the representation process differently from
" political scientists, Whereas political scientists are conditioned to be skeptical of claims

" that deminrracy warke tha wav it ie enpnnged tn sranamicte are canditionad to helieve in
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their theories, not the facts. Por economists, the starting point for understanding democratic
politics is that politicians must behave as the agent for the median voter (e.g., Downs 1957).
The interesting questions to economists are why theory sometimes fails and why elected
officials often shirk their duty by, among other things, following their awn conception of
the public interest.

2. We plead guilty as charged for the offense of portraying a causal “gystent.” “Sys-
tem” is one of a handful of great unifying ideas in science. A political science that rejected
it would itself need resuscitation.

3. In this example of cops and crime, the two simultaneous cffects have opposite
signs. The same logic can apply for two simultaneous effects with the same sign. A political
science example is the relationship between a nation’s electoral system and its number of
political parties. A system of proportional representation encourages multiple parties. This
only encourages the complementary effect—that nations with multiple parties tend to
adopt proportional representation.

4 The logic of Downs's model of party competition would apply, Both candidates
in a two-candidate race must represent the median voter because the opponent would
successfully exploit any deviation.

5. We lay no claim to the originality of this idea. For an excellent explication, see
Geer (1996).

6. Jacobs and Shapiro hint at a nonelectoral motivation for politicians influencing
voter opinion. At several places, they write of politicians engaging in “simulated respon-
siveness,” whereby politicians “influence public opinion in order to create the appearance
of responsiveness to public opinion” {p. 30, their italics), They do not fully develop the
reasons why politicians would wish to engage in this baroque maneuver,

7. A good example of elile manipulation of public opinion is provided by the Public

Accommodations Bill of 1964. Before passage, polls show that opinion shifted from about -

an even split to about 2:1 in favor of the bill. This growth is generally attributed to the
appeals of President Johnsan and to the acquiescence of Republican congressional leaders,
awakened to the need for legislative change (countering a rival Southern elite message). 1f
we grant that elite propaganda molded this change i mass opinien, public opinion’s degree
of responsibility for the bill's enactment does not correspondingly diminish. 1t is doubtful
that the Public Accommodations Act would have passed without a decisive majority of
public opinion. Moreover, continuing the tole of public opinion in shaping policy, Repub-
lican presidential nominee Barry Goldwater’s opposition to the Public Accommodations
Act contributed to the 1964 Democratic fandslide for both president and Congress.

8. Or at least that is the commonly believed causal story. The attribution of reasons
for election outcomes is not easily subject to vajidation.

9. Heaith care is an intriguing exception. In the 1950 to 1993 period leading to the
health care debate of 1994, moverent specific to the health care demain was notably more
liberal —the trends stronger—than was the case for the full domestic agenda. {Notably also
in this period of great public support for change, nonpanderers from both sides of the
aisle were jumping on board the reform bandwagon.) One would have done better pre-
dicting the eventual defeat from global mood than from measures specific to health care.
Eventually the specific converged on the global; the support for radical change did not
exist.

10. More specifically, we estimate explained variance by an Figenvalue analogue, Us-
ing the full set of ali known repeated question series, a set that includes large numbers of
series on crime and abortion controversies that we know do not belong to the mood
domain, we estimate an overall first dimension explained variance of 42. Excluding the
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nonioading items produces numbers in the 50~60 range. These numbers imply correlations
between series and scale that average .80 or maore,

i1. We define major Jaws as those in Mayhew's {1991) “sweep one”—seen as important
at the time. Qur inspection is item-driven, limited to bills that were unambiguously in the
pu.blic eye as they became law. In admirable studies, Monroe {1979, 1998) performs poll-
driver: searches for congruence between majority opinicn in polls and subsequent policy

decisions, His data alse show that policy changes in the face of public opposition are rare
events,

i2. Although not actual legislation and therefore technically outside the bounds of
this discussion, the majority votes for Clinton’s impeachment and conviction could be cited
as. a preminent contrary example when a majority of Congress members willingly tock
lllgh-prnﬁle positions contrary to majority opinion. We offer a simple explanation for this
salient counterexample: like almost all Washington insiders, congressional Republicans be-
lieved that suppost for Clinton wouid plummet as the revelations grew, making momentary .
polls irrelevant. By the time the error of this assessment became obvious, it was too late
for the majority Republicans to change. They could retreat at considerable political em-
barrassmient or they could continue in their impeachment quest, hoping that public opinion
would eventually catch up to their interpretation. This act of nonpandering carried a po-
litical cost, arguably being the major reason Republicans were denied gains in the 1998
- congressional elections. :

13. Both liberal and conservative policy ideas vary in their popularity quite indepen-
dent of mood. For instance, expansion of the minimum wage (liberal) and reducing welfare
(conservative) are generally popular but vary with the national mood.
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Those who, like Ms. Huffington, attack the polls are, whether they realize it
or not, arguing against the influence of public opinion. Perhaps they belitive we
should go back to a restricted franchise when oqu those citizens who were “gqual-
ified” to vote were aliowed to do so.

Without public opinion polls, the deep pockets that finance, influence, and
{Ms. Huffington, and many others, believe) corrupt our politicians and our gov-
ernment would have more, not less, power. The polls are often a strong coun-
terbatance to the loud voices of the special interests whose political goals are
different from those of the general public. Public opinion would sometimes not
be heard if there were no polls.

As former British Prime Minister James Callaghan once wrote, “If you can-
not trust the public with polls, you should not trust them with the vot?.” Knowl-
edge of public opinion, whether well used or misused, is far better than ignorance,
and those who attack, censor, corrupt, or intimidate the polls are the enemies of

democracy.

18

The Semi-Sovereign Public

BENJAMIN 1. PAGE

More than forty years ago, E. E. Schattschneider— the great advocate of respon-
sible parties and governmental responsiveness to ordinary citizens—wrote about
the “semi-sovereign people” of the United States. He majntained that the public
can exert substantial control over government policymaking, particulazly when
Issues are made highly visible through conflict and when citizens are mobilized
by competitive, unified, programmatic political parties. Still, Schattschneider in-
sisted that “public opinion about specific issues does not necessarily govern the
course of public policy.” Instead, he argued, a “pressure system” dominated by
well-organized business groups often gets its way, particularly when the people
are not looking (1960, p. 133 and chaps. 2 and 8.)

I believe that the research reported in this volume largely confirms, or is
consistent with, Schattschneider’s view of American politics. There is substantial
evidence of government responsiveness to public opinjon, especially on high-
salience issues. But the evidence also indicates that there is considerable room for
interest groups, party activists, policymakers, and others to prevail against the
public on many issues. Often anti-popular policy decisions can be kept out of
the public spottight or cleverly packaged to avoid offense. Sometimes public opin-
ion can be manipulated. Moreover, the extent of responsiveness to public opinion
varies by type of issue and over time. Schattschneider’s picture of a quite imperfect
democracy appears to be correct.



326 CONCLUSION

give definitive answers to all questions about how often and under what circum- :
stances U.S. government policies respond to public opinion. To a rather surprising

extent, however, the different sorts of evidence presented in this volume—which
at times seem to be in sharp conflict—can actually be reconciled to form a single,

reasonably coherent view of public opinion and policy. Let me outline such a

view, bearing in mind that I will choose among findings and reinterpret some in
ways the authors may not approve.

HOW MUCH RESPONSIVENESS?

Statistical studies that explore connections between policies and poll-measured
public opinion have invariably found substantial covariation between opinion and
policy. This has been true for quite a variety of research designs. Assessments of
“consistency” between majority opinion and existing policies on various issues,
correlation or regression coefficients between policies and central tendencies of

opinien across the American states, measures of association between changes over:

time in opinion and changes in policy have all indicated strong refationships.
It is important to recognize, however, that all such studies (including those

in which I have participated) have very likely overestimated the extent of respon-

siveness. All have been prey to varying combinations of sampling and aggregation

biases and specification errors, especially specification errors involving the omis-;
sion of relevant variables and relationships that might have revealed the opinion-
policy relationship to be partly spurious or reciprocal. The very design of these.

studies has ruled out, a priori, certain processes that are likely to occur in the

real world. Nearly all studies have excluded from the analysis a number of factors,"
such as world events, mass media stories, and interest group lobbying and prop-:

aganda, that may directly affect both opinion and policy and create a spurious
relationship between the two. A number of studies have also excluded (or inad-
equately modeled) processes by which policymakers or policy itself may recip

rocally affect opinion—"preparing” the public for new policies or selfing those;
policies after they are enacted—so that one-way estimates of the effects of opinion:
on policy are exaggerated. Some have overaggregated the independent and de-

pendent variables, producing excessively strong relationships.

The problems are most obvious in the earliest studies, which looked only at.
bivariate relationships between opinion and policy (omitting all other variables):

and posited a purely one-way causal relationship, with opinion influencing poli

but not vice versa. Both Monroe (1979) and Page and Shapiro (1983), for example,_':-

offer evidence that seems to support a “two-thirds rule”: that government polic

tends to correspond with majority opinion, or to move in the same direction as:
opinion changes, on about two-thirds (63% or 66%) of sampled issues, (Of
course, the finding that policy moves in the apposite direction from public opinion:

about one third of the time might be taken as a sobering limit on public influ-
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opinion in the analysis, so neither could test for possible spuriousness; and neither
empiricalty ruled out a reciprocal relationship in which policy affected opinion.

"(Page and Shapiro’s [1983, pp. 185-86] somewhat strained effort in that direction

cast doubt en reciprocal influence in only about half the subset of cases consid-
ered.)!

Erikson, Wright, and Mclver (1993), with their clever use of an across-state
design, produced even heftier estimates of the effects of opinion upon policy.
They found an estimated “true” correlation between state “opinion liberalism”
and “composite policy liberalism” of fully 0.91 (p. 80), which remained nearly as
high when controlling for demographic factors (wealth, urbanism, and education
level; p. 85.) Beyond those demographics, however, they did not include indepen-
dent variables that might produce spurious relationships between opinion and
policy. State political parties, for example, were treated as part of the processes
by which opinion affects policy, but not as possible shapers of opinion itself. The
authors tried to rule out possible reciprocal influences of policy upon opinion
through an instrumental-variables approach that yielded a big opinion/poiicy
coefficient of 0.86 (p. 89), but the specification of exogenous variables was ques-
tionable. (The crucial “exogenous” factor of religions fundamentalism, for ex-
ample, probably influences policy directly through organized lobbying, not just
indirectly through public opinion—as posited—thus inflating the estimate of
public opinion’s impact; see pp. 67, 88.) Moreover, any gains in accuracy due to
improved measurement and model specification may have been offset by losses
due to excessive aggregation in both the independent and the dependent variables.
All issues were compressed into liberal-conservative scales that muffled variations
in responsiveness—and may have concealed substantial nonresponsiveness—
across specific issues. Aggregation over time also permitted such processes as
selective political migration to inflate the apparent effect of opinion on policy.
That is, people may tend to move to states whose pelicies they like, rather than
the states responding to their residents’ policy preferences.

The tremendously influential time-series analysis of liberal-conservative
trends in national domestic opinion and policy by Stimson, MacKuen, and Er-
ikson (1995) made important methodological advances, but still very likely over-
stated the impact of public opinion on policy. It gained some leverage on the
causal direction of the opinion/policy relationship by using a time-lagged inde-
pendent variable (“domestic policy mood™), thus ruling out any reciprocal impact
by policy itself (but not earlier action by policymalkers or others) upon the opin-
ion postulated to affect it. And partisan-composition-of-government independent
variables were included in the analysis, which indicated that the party balance in
Congress and the presidency—independently of public opinion, and itself only
moderately affected by the public’s policy preferences—has strong effects upon
policy (a coefficient of 704 in the “global” regression, p. 556.) This constituted 2
substantial concession to critics of a “public opinion drives everything” view,
because party-in-government effects do not merely reflect the policy preferences

- f s e 2deslB st samdanhtadbr alea reflact the nrefarences
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{often distinctly contrary to public opinion) of party activists and money givers,
Within the time-series model itself {though unexamined by the authors);
therefore, exists the possibility of substantial elite influence upon pelicy of t_%’_lé:
sort discussed by William Domboff in chapter 6, insofar as it operates throqgh_
differences between the political parties {see Ferguson and Rogers, 1986; Ferguso
1995).
There is room within the framework for a number of factors and process
unrelated to public opinion that may influence policymaking. But suc.h fact_q__
were not explicitly modeled. They were not, in most cases, even ll'lEIl’[lDIlEd..'..k
a result, the authors ran the risk of being unfairly criticized for proposing precise
what they reject (in chapter 4 of this velwne): a univariate or mono-causal mg_c"l
of politics. P
The chief impression given by Stimson, MacKuen, and Erikson (1995?—@3
carried through in their later work reported here—is one of enormous, v1rtu§u
unopposed influence of public opinion upon public policy. In their full gl.oi?
analysis, the coefficient for indirect {through parties-in-government) plus d?r:e
impact of “domestic policy mood” upon policy was estimated as a remark:c_l_b
1.094. That is, they found “about a one-to-one translation” of pre.ferer.lces mt
policy. The authors offered a striking image of politicians stampedmg like ante
lopes at the slightest noise from public opinion (pp. 556—57, 559.) This, 1 behg
is seriously misleading. E
A major problem, the same problem that has plagued nearly all quantltlati
research in this area, is the omission of independent variabies that may 'affec
both opinion and policy and create a spurious relationship betwc?en the v
Stimson et al, did not allow, for example, for the possibility of 1nﬂuence;b
corporations, interest groups, and elites upon both opinion and pOl'ICY, worklg
outside of {(or through) both pelitical parties. Yet Williarn Dombhoff, in chapter:
offers several compelling historical examples of precisely that kind of inﬂue_p_.
and he outlines plausible mechanisms (including an “opinion-shaping procesjs
in which foundations, think tanks, and policy discussion groups propagate elit
views through a large dissemination network) that could bring it about.. Ot_.he
scholars (e.g., Ferguson 1995, chaps. 1 and 2) have uncovered strong histori
evidence of simifar phenomena.?
For exampie, the apparent congruence of conservative Reagan-era po..ll_
changes with a rightward shift in public opinion helped drive Stimson et :
time-series statistical findings. But the causal connection is questionable, MO.S_t_
American business (including firms that had formerly backed the Democta
made a sharp right turn in the middle and late 1970s, coming to oppose govern
ment taxes, regulation, and sociai spending {Ferguson and Rogers 1986). T}%ls
followed by—and may have influenced—a shift in public opinion that is'd
cernable but very faint: considerably weaker than is implied by the big change

measured “domestic policy mood.” There was very little decline in Amenca&ns
overwhelming support for econemic regulation and for government spendmg_o
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- chap. 4). It seems at least possible that the subsequent sharp Reagan-era policy
. changes were caused chiefly by business lobbying, with public opinion acting only
. 4 a supplementary transmission belt or as an irrelevant sideshow. That is, the
~ opinion-policy relationship may have been partly or wholly spurious,

Readers can miss the potential importance of omitted variables because Stim-

_son et al.s time-series model seeins to account so well for everything it tries to

explain. But that explanatory power, and the big part played in it by public
opinion, depends heavily upon extreme statistical aggregation that greatly restricts

- the domain and range of variation i the independent and dependent variables.

In effect, an extremely selected, refined, and crunched opinion varable does an
excellent job of accounting for an extremely selected, refined, and crunched policy

variable. This reveals an interesting and important tendency but does not nec-
“essarily tell us much about the whole big, messy realm of public opinion and
“policymaking in the United States.

The analysis begins by entirely ignoring many policy issues that do not fit

‘onto a single, liberal-conservative dimension. All foreign policy is thrown over-
board, and certain inconvenient domestic issues (e.g., crime and abortion) are
excluded as well. Then public opinion is measured in a highly aggregated way,
The recursive algorithm for computing over-time “domestic policy meood” from
the selected public opinion items (as described in Stimson 1999, chap. 3 and
appendices 1 and 3} in effect standardizes each item and extracts a weighted-
average central tendency of over-time movement from them, weighting each item
by its contribution to the “mood” construct. The result is then subjected to
“exponential smoothing.” The selection, weighting, averaging, and smoothing of
opinion items guarantees that only a rarified summary of broad liberal-
conservative tendencies will be preserved in the measure. All public opinion that
moves differently from the general tendency—that moves faster, slower, cross-
wise, or idiosyncratically—will be ignored. Such disparate movements of public
preferences on different issues are quite common and are often meaningful, re-
flecting issue-specific social and demographic changes, new information, political
events, and the like (Page and Shapiro 1992). But we will not learn anything from

his analysis about whether or not policy responds to them.

One sign of just how thoroughly compressed and averaged the public opinion
‘mood” measure is: less than a quarter {24% or 21%} of the “real variance” over
ime in standardized liberal-conservative indices from each selected domestic
pinion item can be accounted for by some forty time-period dummy variables,
hich one might expect to pick up almost every bit of the variation due to overall

sshifts in mood (Stimson 1999, Pp. 57, 59.) In other words, more than 75% of the

ver-time variance of public opinion, even in the liberal-conservative essence of
he selected domestic items, can apparently not be accounted for by a general
ood.?

On the policy side, too, the many policies that may move in contrary ways,

or idiosyncratically, or just more sharply in a liberal or conservative direction than
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or “policy activity” trend line. Little wonder that public opinion and policy, so

i ith each other.
measured, move in close harmony wi , . :
There is yet another important, though subtle and often-ignored, way in

which the Stimson et al. time-series analysis (and, indeed, nearly all quantitative

work on this subject) restricts the phenomena to be accounFeé for. By fo;:.usn.l;
on covariation (over time or cross-sectionally) between. opinion ami1 p:: 1cyi1;
neglects the question of whether or not the {evel of pohcy‘ CO{’I&SHOFH s Z I;v [é
the public wants on the average issue or at a given n.mmlent. in tlll'lvlf.‘. . or eli(nif 0prm
if corporations’ lobbying led to a steady conservative tilt in po ey y-a ot
amount every year, this effect would not generally SilOV:\«’ up at all in regress :
or other studies based on covariation. A perfect cc_)rrelatlon of 1.00 between OI:m
ion and policy could conceal the fact that policy \.Jvas always (by ia COELS :1.11
armount} more conservative than the average American wanted. (T 1a.t15151c
situation is not totally implausible is suggested by the ﬁ"equfnt F}f:‘,ll;la ff:;l
Survey findings that many more Americans favor slpendmg. 11;01e 121(‘; e
spending “less” than the current amount on educanoln, medica (?arec,l a o
domestic programs.)® This, along with overaggregation afldlomltte veu(’1 o
means that considerable room is left outside, as well as 1n51de', thc; m(? te hi
anti-popular influences upon policy of the sorts that.power elite theorists S
Dombhoff, “biased pluralism” theorists like Schattschneider, and OthCI‘S' propoMi
The new statistical and computer simulation work that'Robert Frikson, .
chael MacKuen, and Jatnes Stimson report in chapter 2 aer in their Ll‘?cent {2001
book does not alter the model or the core statisticat findings of their 1995 pape

j ' i in certain important respects
in any major way. It does extend and modify them p

exploring negative feedback effects of policy on public opin'ion; bringing in t;qd
in unemployment and inflation; distinguishing the old policy measures—1e 11'
tened “Policy Activity”—from “Policies” or fundamental laws; and taking expll

isi i i ers
account of how Constitutional provisions (especially the separation of powers

i i i i in contribution is to work(
complicate the policy-making process. But its main

the complex ways in which the pieces of their model interact and to show ho

disturbances to one variable can cascade through the whole system.

Certain modifications in their model take better account of real-world limit

to the responsiveness of policy to public opinion. “Policy,” as f)pposec}' ]:0 lIl’lf;ll
Activity,” is found to react oaly slowly, incrementaily, 'cumulatlvely to de pum
preferences. Policy changes are slowed by the se.parat:(m of powers an fm .

veto points (modeled by multiplicative interactions among branches of gove

i i « rection” o that there cati b
ment and a partial adjustment, “error correction” process), s _

about an eight-year delay in fully translating publlic p're:fe{ences into ploh.cy.
importance of party contrel of government {andllmphclltly, thereforle;, the lirnp
tance of party activists, investors, and money gmﬂjrs} is s:hown to ; ?Lo ollh
and parties are shown to oversteer, regularly Pl..lsillllg their agendas. urt e: g
the public wants. Small electoral changes that th'the balanc.e of party con r_b1
Congress or the presidency can have sharp, km_fe_—edged _1_mpaf:ts upovn P
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activity, some of them quite contrary to the public’s preferences, that followed
the narrow Republican victories in election year 2000.) There is no talk here of
4 1.094, “one-to-one” translation of public preferences into policy, nor of easily
spooked politician-antelopes.s

Yet the overall impression is once again of public apinion as an extremely
powerful force on policy. The modest-appearing finding that just over a third

'~ (0.36) of each year’s “Policy Mood” change shows up in a global measure of next
year’s “Policy Activity” understates the estimated immediate impact of public

opinion on some of the scparate institutions of government. And we can see that
the estimated total, direct plus indirect (through elections and party-in-

. government) effects of public opinion are larger still. Perhaps most striking of all

is the estimate, within the error-correction model, that unmeasured public “Pref-
erences” correfate at a solid .83 fevel with “Policy” (accumulated Jaws) eight years
later. Similarly, the measured biennial “Policy Mood” correlates fully .89 with
Policy changes over the subscquent eight years. The picture here is of a ship of
-state that oversteers a bit 1o the left and then oversteers a bit to the right, but in

. the long run holds true to exactly the course that the public wants.”

Once again, however, the model almost certainly overestimates the Impact
upon policy of public opinion, for the same old reasons. It stifl omits major
factors—such as many sorts of external events, the mass media, politicians’ tall,
and corporate and interest group activity—that may affect both opinion and
policy (opinion first) and produce a partly spurious relationship between the two.
The analysis still rests on the highly aggregated, liberal-conservative measures of
opinion and policy, ignoring—and excluding from the variance to be explained
or do the explaining—movements in policy or opinion that cut across, contradict,
shrink, or magnify a general liberal-conservative trend, The results are important
and intriguing; they indicate a general tendency for summary liberal-conservative
opinion “moods” and certain summary features of domestic policy to move to-
gether. But this does not tell us to what extent the whole set of different public
policies is actually influenced by the public’s preferences on each of those policies.
Let me comment briefly on Erikson, MacKuen, and Stimson’s chapter 4
response to Jacobs and Shapiro. In that response, they seem largely to disregard
the possibility that opinion-policy relationships are spurious: that public opinion
has no real causal impact on policy, but only appears to do so because some
third factor—perhaps interest groups, or politicians with their own agendas—
idependently affects both opinion and policy. {Indeed, they do not mention
nterest groups at all.)

Instead, Erikson, MacKuen, and Stimson focus on the possibility that poli-
icians or other elites may influence public opinion, which tself then affects
olicy: that is, the possibility that public opinion acts as an intervening variable
etween some third facior and policy. They correctly point out that in such a
ase, public opinion would still have an important causal status as the proximate

use of policy change. {They suggest that politicians or others would bother
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confuses actual with potential public influence. It neglects the possibility of spu
riousness, in which policy shapers might defuse public opposition to their Piarz
before it had any actual effect, or in which they might affect opinion only inci
dentally or even accidentally.) Their use of the appealing term “educate” t(_) char:
acterize such cases, however, seems to rule out the possibility of systematic mis
information or deception, which would not alter the causal picture (publli.
opinion as an intervening variable) but might drastically change our normatiy
reaction. Presumably, we would not want to celebrate as democratic a process
which elites grossly deceived the public and then bowed to the god of pUb.'h
opinion. Terms like “crafted talk” and the “deception” or “manipulation"’ of opin:
ion not only address causal structure but also have normative connotations (pa_r_
ticularly concerning the truth or falsehood of persuasive information) that Er:
ikson, MacKuen, and Stimson do not address in chapter 4.

16), and it excludes anything very detailed or obscure. To restrict in this way the
range of policy that is studied, to consider only general tendencies of opinion on
relatively high-salience issues, almost certainly leads to overestimates of the impact
of public opinion on the whole range of actually existing policy choices.? Detailed
examinations of policymaking can alert us to this problem by revealing the wide
range of policy alternatives about which measured public opinion has nothing to
say. But this invites the opposite crror, of assuming that public opinion has no
impact (by anticipated reactions, for example} when convenient measures of
opinion do not exist.

Thus, we should continue o embrace methodological phuralism of the sort
represented in this volume, We will need to pursue a variety of methods (defi-
nitely including observational and historical/archival as well as quaniitative meth-
ods), each with significant strengths and significant weaknesses.

Still, even the presently existing, incomplete, quite imperfect research can
begin to give us some idea of the extent of biases in the quantitative estimates of
public opinion’s impact. The trick is to pay serious attention to case studies,
limited to one or a few policy issues, that include additional variables and/or that
closely examine the details of the policymaking process.

Certain quantitative studies that limit their attention to a single policy issue
over time have included independent variables in addition to public opinion. They
generally find that adding the new variables fowers estimates of public opinion’s
- impact. Hartley and Russett (1992), for example, found that from 1965 to 1990
the public’s judgment that “too much” or “too little” was being spent on defense
- had & statistically significant but modest effect (a standardized coefficient of .261)
“upon subsequent annual changes iz U.S. military spending, Soviet spending,
- lagged two and three years, had considerably more impact (coefficients of 357
- and 503, p. 910).° If the study had included such additional factors as corporate
- lobbying, opinion shaping and Reagan policy influencing by the Committee on
" the Present Danger, and media hype over the Iranian “hostage crisis,” it might
have found a still more limited effect of public opinion upon the main policy
-varation in the data (the Reagan-era spike in spending).

The inclusion of analogous opinion-related variables that may affect other
~kinds of policymaking (unemployment rates, inflation rates, crime statistics, pov-
~erty levels, etc.) generally lowers estimates of opinion’s impact by comparable
-amounts, even when indirect policy effects of those factors, through their impact
~on public opinion, are {(as is proper) attributed to opinion.

~ Also helpful are detailed, “inside the black box” case studies of the policy-
making process that consider public opinion along with other influences upon
particular realms of policy. Such studies generally demonstrate that there is no
instantaneous, knee-jerk responsiveness of policy to opinion. Far from it. Even
though these studies, toe, may suffer from sampling bias (they usually concern
issues big and visible enough to interest researchers and readers, where public
opinion js presumably at its strongest), they generally reveal messy, start-and-

How Big Are the Biases in Quantitative Studies?

It is easy enough to point out that the quantitative estimates of public opinio_._ :
effect on policy are almost certainly biased upward. But it is much harder,
figure out precisely how big the biases are. B
In order to be more sure about how responsive policy is to public opinior
we will need more studies that take account of all the key variables, includin
the activities of interest groups and opinion shapers, and that allow for publi
opinion to be endogenous, in a variety of ways, to the policymaking .p.rocess.l_"l
would be unrealistic to hope for a single, definitive coefficient summarizing opi
ion’s impact, both because that impact is likely {in the real world) to vary mark
edly across issues, time, and other circumstances, and because each feasible type
of research design suffers from inherent weaknesses that are bound to render a)
results less than definitive. Cross-sectional, multiple-issue studies face the daun:t_.
ing challenge of finding truly exogenous variables, in order to idzlentify relc1prq_c_a1
effects among many potentially endogenous variables, Time-series stud1e§ lmu_s
either be fragmented by issue or must overaggregate issues and lose the aPlhtytp
analyze the effects of issue-specific variables and processes. Yet issue-specific 'ca ;
studies {unless and unti many such studies camulate) inevitably raise questlo_'n
about generalizability. Quantitative studies of all sorts risk neglecting subﬂet.:le
and factors that are hard to measure, including actors’ private intentions, secre
communications and agreements, under-the-table money, and the like, which may
(or may not) play significant parts in policymaking. E
Moreover, one fundamental type of sampling bias subtly, and almost ine
capably, affects nearly all studies of opinion-policy links. We can study the in'l?‘a_ :
of public opinion only to the extent that public opinion is measured. But opinio
is measured—at least polis and surveys are conducted—only with respect to
relatively small and rather vaguely formulated subset of policy alternatives ﬂja'.
pollsters and their clients are interested in investigating. This usually excludes any
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P;?rtlcularly useful is the work by Lawrence Jacobs and Robert Shapiro (chap
l3)), which Teports on a detajled inside look at how the Cli'nton administration
ot‘h reacted to and used or manipulated public opinion on health care reform

poriant evidence of spurious opinion-policy relationships due to outside
including manipulation of public opinion {and independent influence onp
by presidents and other policymakers. ;
Paul Burstein, for example, looking at same sixty years of policymaliny
equal employment opportunities for minorities and women (see chap. s5),-fo
that congressional action and inaction on major legistation has generally
quite consistent with public opinion, even when salience has been relativel
On only one of ten major decisions (i.e. not ending affirmative act_io_h
Congress clearly go against the public’s preferences. Yet plainly many years p
in which opinion changes were not responded to, and countless small. o
changes doubtless occurred without regard to public opinion, ;
More closely examiring a single important piece of legislation, R. Ken

ver (chap. 6) found that high-salience public disgust with the old AFDC pro
propelled action on some sort of welfare “reform,” and that certain pro
of the 1996 legislatian {e.g., work and training requirements; increased fit
for child care) did indeed reflect the public’s preferences, But other provis
(e.g., “hard” time limits without work guarantees) did not. Those who controll
the Jegislative agenda, namely, congressional Republicans, had considerable léey
under the rubric of “reform” to enact provisions without public support,
Again scrutinizing a single important legislative issue, chapter 8, writt

Fay Cook, Jason Barabas, and me, indicates that accurately measured publ;
ion was certainly not a consciously articulated preoccupation among legisl
presidents, and experts as they discussed Social Security reform. To be sun
lence about public opinion could conceal quiet acquiescence to it, but the frec
misleading or downright erroneous references to poll results tend to cast
on this possibility. :
More broadly, Steven Kull and Clay Ramsay, in chapter 10, summaris
stantial evidence that many mernbers of the foreign policy elite syste
misperceive public opinion about foreign policy. Many of the surveyed elif
cluding members of Congress) were quite convinced that “the America
ple”—or at least their own constituents—held isolationist opinions on_'
policy that they simply did not hold, including alleged opposition to the
Nations and aversion to Peacekeeping operations. National survey evideng
contrary seemed to cut little ice; even data from surveys of their own:
were sometimes dismissed out of hand. We need to know more about
why officials (especially elected officials) could be so out of touch with the
they are supposed to serve. One factor, no doubt (pointed out by Kull anl
say), is mythology about the supposed representativeness of Congress, the:
and interest groups as surrogates for public opinion. Further factors mayine
elites” reliance on “vocal publics” with quite unrepresentative views; thej
lation from electoral punishment due to the relatively low salience o
policy issues; their location in safe, one-party seats; their need to pleasé
and voters in their party primaries; and the highly restricted turnout in co

sort of change, But the administration dig 1ot simply respond 1o specific polic
references of the public; instead, it created its own Managed-cormpetition scfl)lemz
cand used “crafted talic o try (with limited success) to sell it to the public. Jacob
”and Shfjlpil'o’s detailed interyiew and archival evidence on administration‘ effcz'tss
10 manipulate public opinjon rajses 4 serious challenge to other scholars—man
:0f whom have not allowed for such a possibility—tg investigate whether and ty
what extent it occurs in other policy aregs. o

ave incrz?ased in recent years (see also Nacos, Shapiro, and Isernia, 2000,)
Qualitative cage studies cannot, of course, assign precise numbers ‘to the
t'El'-]t (;}f _upward bias in the nultiple-issye, Quantitative studjeg’ estimates of
i.upz{uons Impact on policy, But multi-issye Quantitative stydjes themselves capn
:begzln to tell us something about the magnitude of bias from ope particular source:
?hellllevitable focus on the rather high-salience issues for which survey data ar.
available, Within certain multi-issye studies, it is possiple (while holdin re(searde
mt?th.ods and measurement techniques constant) tp compare the stfength o;
PULion-policy congruence on higher-salience issues with that on lower-salience

Pa‘ge' and Shapirg (1983), for example, found “ongruent movernent of policy
nd o)pmlon on 73% of fifty-five issiyes about which opinion was highly saljent
don’t know” Tesponses were very infrequent), but only 56% of twenty-five issyes
O much lower salience, (Medium-low- and medium-high-salien ce Issues werg
61%.and 70% congruent, respectivelys p. 181.) That is, on the lowest-salience issues
studied, policy actually moved in the apposite direction tg public opinion cloge
qha%f (44%) of the time, This suggests that the leve] of opiniompoﬁcy congru-
_n.ce In a hypothetical universe of “a[]" policy issues, including the evenklofrer-
lience matters not subject to OpInion surveys, would be quite low, well below

UNDER WHAT CIRCUMSTANCES?

hen, and under what circumstances, does bolicy tend to respond more closely

r less C]{?SEIY to public opinion? How and why does this come about? Research
evorted in thig voliime and eleewhers Affapc eN™Ma inciahto nea sk !
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f)plmon on issues of high salience than low. (Paul Burstein’s interesting finding
in chapter 5 of high consistency between opinion and policy even on relatively
lo.wer-sa}ience equal opportunity cases does not really refute this tendency, since
his lc:jwepsalience cases are still rather salient in absolute terms: all involve (;entral
pl'(?vlsions of major legislation.) This is very much in accord with E. E. Schattsch-
I]E'ildEI'S views concerning the “scope of conflict.” When conflict is intense and
__w1des?read, when an issue is highly visible, when ordinary citizens are paying
_attf’_ntlon, citizens are more likely to prevail in policymaking. When politics is
.' quiet, obscure, and out of sight, on the other hand, organized interests (especi\a]ly
: corporate interests) are more likely to get their way (Schattschieider 1960, cha
‘1and 2). e
. One methodological caveat: it is conceivable that the high-salience/low-
: sahenc'e lcontrasts in opinion-policy congruence may be an artifact of a tendenc
or‘ o'pmlon manipulation-—rather than genuine policy responsiveness to publi);
pinion—to be greater when the public is more fully engaged. Perhaps elites work
arder to bring public opinion into line with what they want when the issues are
‘rucial and the public’s inclinations seem threatening. This possibility is less wor-
isome than the analogous problem with foreign/domestic policy contrasts, how-
ver, because foreign policy—-in contrast to many high-salience domestic iss,ues—
egu%arly involves conditions especially conducive to manipulating public opinion
Forel:gn policy issues are often obscure, distant from everyday life, and the ex—.
fuhve often enjoys a high degree of information conirol as well as subsiantial
bipartisan deference from other elites. Still, we need to pin down high-versus
ow-salience distinctions using research techniques that better take account of
possibly spurious or reciprocal relationships between opinien and policy.
' What about differences in responsiveness to public opinion by diffel;ent po-
h‘;[lcal institutions? Page and Shapiro (1983, p. 183} expressed surprise at findin
higher levels of congruence with public opinion on state than on national policiesg
But their study may have magnified the extent of state responsiveness, as the statc;
jssues on which they had data were mostly important, nationally polled social
Isues (capital punishment, divorce, abortion) involving large, stable, high-
§allence opinion changes to which high responsiveness would be expected. Stim-
son, MacKuen, and Erikson {(1995) found intriguing differences in connections
_betwsen domestic liberal-conservative mood and policy activity by different in-
stitutions. Their estimated reduced-form coefficients (not controlling for part
mposition) ranged from t.183 for the Senate and 850 for the House of Rep)—(
sentatives down to .490 for the presidency and just .302 for the Supreme Court
?reover, the mechanisms seemed to differ: House members apparently 1noved.
lickly to anticipate and avoid the voters” biennial wrath, whereas the Senate
sponded to public opinion mainly through electoral replacement (1995, 552-56)
Has policy responsiveness to public opinion varied over time? Lawrence }a—-
bs and Robert Shapiro in chapter 3 argue that the answer is “yes,” based on
search by themselves and others. Shapiro (1982} and Page and Sh;piro {1983,

1:182) found varving levels of comerience between anininn chanee and nalicy

Is there, for example, more responsiveness (o public opinion on dome_s_'
issues than on foreign policy issues, which may be dominated by the presid:é
and executive branch? The evidence to date seems inconclusive. Page and Shagiﬁé
(1983, p. 182) found that policy moved in harmony with opinion slightly mo
often on the domestic issues than on the foreign policy issues they studied: 70%
versus 62% congruence. But the difference was not statistically significant. Ant
Monroe {1979, 1998) suggests just the opposite. Mouroe found nondefense foreign
policy to be consistent with public opinion on 84% and 67% of the issues in
two data sets, a substantially higher leve! of consistency than the averages for
issues of 63% and 55%, respectively (1998). :

As we continue to explore foreigm'domestic differences, we need fo beal
to the possibility (highlighted by the work on presidential uses of public opin
that Shapiro and Jacobs report in chapter 1) that policymakers may have rn
suiccess in the foreign than the domestic realm at influencing—educating or:'.in‘
nipulating—public opinion to harmonize with intended or existing policies.
idents and other officials have substantial information control and have,
known to lie to the public during crises. 1f this is often the case, multi-i
studies like those I have mentioned may overstate their estimates of foreign poli
responsiveness more than they overestimate domestic responsiveness, thereby dis

torting compatisons between the two.

Certain studies suggest, on the basis of rather large sets of issues, thal
spolnsiveness may also vary systematically across other policy domains. Past
larly striking is Monroe’s (1998) finding of extremely low Jevels of consisten
only 17% in the 1981-93 period’between public opinion and policy on issu
potitical reform." The U.S. political system has proven highly resistant to;
proposals as moving to popular (rather than electoral college) selection of pi
idents, easing registration and voling procedures, reducing the role of pr
mouey in elections, and the fike that would increase the power of ordinary _cit'

in politics.

Also suggestive is Monroe’s (1998) finding of slightly below-average.
tency in recent years between opinion and policy on social welfare and ecof
labor issues. This hints at support for William Domhoff’s argument in cha
that economic and political elites take the trouble to mold or defy public opin
mainly on issues of the greatest importance to themselves, presumably in
major matters of taxation, spending, and economic regulation. But these
offer no more than a hint. Future research should test this proposition.
tematic analysis of separale samples of issues that do and do not meet.éﬁ:
specified criteria signifying high importance to clites. Such studies could pr
by quantitative or case-study methods {ideally boih) but would have to E_.Iil
pass expiicitly the possibilities of spuriousness and reciprocal influence often
nored by researchers yet central to the elite-influence argument. '

The best-established finding about differences in responsiveness across

of issues probably conceras issue salience. As moted, Page and Shapiro
) " : T e el sanva in harmany withsD




338 CONCLUSION THE SEMI-SOVEREIGN PUBLIC 339

change in different historical periods, with peak (75%) congruence in 1969
the New Deal period came in second at 67%, but after 1945 there was a sl
steady decline in congruence to the 54% level of 196168, before the jump to 75‘5’
in 1969-79. In a preliminary study of social welfare issues, Jacobs and Shap
found a drop in congruence in the post-198a period. Monroe (1998), whose:
timate of 63% consistency between policy and majority opinion in 1960-79
quite consistent with Shapiro’s congruence estimates for that same period, foun

(medians, means, majoritics) of responses to issue questions asked of represen-
' tative national samples of citizens can rather accurately tell us what “the people”
want their government to do. Surveys may not exactly be the only wheel in town.
But no feasible, regularly available alternative method of measuring citizens’ opin-
ions and policy preferences seems to me to be superior.
Susan Herbst, in a series of books and articles (e.g., Herbst 1993} and in
chapter 9, has vigorously challenged this view, Herbst has pointed out a number
a subsequent drop to 55% consistency in 1980-93. of deficiencies in polls: the danger, for example, that forced-choice, closed-ended
As Jacobs and Shapiro acknowledge, the evidence for a recent drop in:
sponsiveness is still preliminary and tentative; more research will be needed
firmly establish or refute it. In case the finding holds up, however, Jacobs 2
Shapiro (here and in their 2000 book) have offered some rather convincing’
planations for the drop, including the sharply increased party polarization
Washington and presidents’ increased capability {through the institutionalize
“public opinion apparatus”) to learn about public opinion and attempt to c
talk that will evade or manipulate it. I would also emphasize, perhaps moi
strongly than Jacobs and Shapiro do, three other factors that may have contyi
uted to a decline in responsiveness to public opinjon. First is the long-term er¢
sion in the already limited membership and political power of organized-ia_ﬁ_
in the United States (see Goldficld 1987). Though often ignored, this is arguab
one of the most important facts about politics in the United States as oppose
to the rest of the industrialized world. Labor’s decline has largely removed as’k
political actors organizations representing the views of miilions of ordinary-lt
zens and countervailing the power of business corporations. Second, econom
globalization (increased trade flows, immigration, and, especially, capital mobi
ity) has greatly enhanced the political power of business, by increasing the cres
ibility of firms’ threats to cut jobs or to flee abroad in reaction to popular b
costly taxing, spending, and regulatory policies (see Winters 1996.) Third, th
increasing circumvention of ;}ost Watergate campaign finance reforms and the
ensuing fiood of “soft money” into the electoral process have probably increased
the political power of moneyed minorities and decreased the influence of ordinary
citizens on policy (Drew 1999).
If the recent decline in responsiveness is real and if these factors have co
tributed to it—on top of the abysmally low voter turnout and the class-biased
political participation that have been with us for a long time {Burnham 1970;
Verba, Schlozman, and Brady 1995)—then to reassert popular control of gover
ment will be no simple matter.

questions will create the appearance of opinions where no opinions actually exist
the problem that responses can vary widely with different question wordings; the
general failure of surveys to measure intensity of opinion; the risk that analysts
of survey data on isolated individuals will ignore social contexts and social dy-
namics; and the empirical fact (supported by our work in chapter 8 and Kull
and Ramsay’s chap. 11, as well as by Herbst's chap. 9) that, in any case, many or
most politicians disdain polis as inaccurate or irrelevant. Herbst has championed
alternative or supplemental measures of public opinion, based on real-life con-
versations, which get at the texture of genuine attitudes; public meetings, actions,
and demonstrations, which clearly signal intensity; and stands taken by interest
groups and the media, which express real opinions by real people when polls may
not be available (e.g., in a state legislative setting) or issues may be too complex
or obscure for ordinary citizens to form attitudes about,

Similarly, Tacku Lee in chapter 16 thoughtfully reviews a wide range of nor-
mative, conceptual, and empirical critiques of polls, scoring some important
points. For example, survey data certainly should not be conceptually confused
with the construct of “public opinion” itself, which can take many forms and
can be measured in many ways. The production of polls is indeed a political,
largely elite-driven process, and polls may indeed often ignore or lag behind what
is on ordinary citizens’ minds, as they did in Lee’s well-documented case of the
civil rights movement. When survey data are not available, letters to public of-
ficials—interesting in any case for the insights they offer into the views of a set
© of highly attentive and active citizens—may give us useful glimpses of the views
© of the public as a whole, or at least help illuminate the dynamics of change in
mass opinion (see Lee 2002).

Again, James Witie and Philip Howard in chapter 15 note that telephone-
and personal-interview-based survey research has encountered increasing prob-
lems over time, Interview refusal rates, for example, have risen alarmingly, and
the proliferation of multiple telephones within households has greatly complicated
probabilistic sampling.

Herbst, Lee, and Witte and Howard raise a tangle of important issues that I
will not attempt to analyze at any length here; Peter Miller deals with many of
them in chapter 12 {(see also Page and Shapiro 1992, esp. pp. 27-31). 1 will simply
defend the pro-survey consensus on its two points of greatest strength: feasibility
and representativeness.

Ac tn foacihility if we want ta agrartain.—in raminarahle fachinn——the srisuc

HOW TO MEASURE PUBLIC OPINION

I have so far ignored the rather important question of how public opinion
especially citizens’ policy preferences—should be measured. Implicitly, 1 have ac:

mmetad thn mmaimetsanss snonr fhat nalle and civmrawve Ada it hects that asoreoatinn
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of many different people on a particutar issue, the most feaslible way to do sois;
. usually to ask them identical, specific questions about that issue. It ca'n be en;
lightening to observe natural-setting conversations, letters, demonstratloné, an
the like, but such observations cannot generally provide the comparable 1f1f0_r.
mation we need about everyone’s views on a specific matter. Moreover, if Wi
want to know the views of millions of citizens, it is not generally feasibie. tt? as
questions of everyone; much better to ask questions of a small but statisticall

more about exactly why they do so; besides nonavailability of pertinent surveys,
one factor may be the electoral importance of unrepresentative activists, money
givers, and organized groups.} But I have no doubt that, in terms of democratic
theory, they should rely, whenever possible, on more representative survey mea-
sures. The normative features of survey-based measures of public opinion make
poll data—and their relations to policymaking— weli worth studying. Democratic
theory has provided a major motivation for researchers who, in this volume and
elsewhere, have investigated connections between public opinion and policymak-
ing. Poll data necessarily play a central part in such investigations.

That said, it does not follow that existing poll data are perfect or cannot be
- improved. Several of our authors, in fact, have suggested highly promising im-
provements,

representative sample.
Representativeness constitutes the prime advantage of surveys, b?th for the
empirical purposes that Miller notes and for normative purposes. The sort (?
public opinion most relevant to democratic theory as [ conceive it (granted, thi
is a liberal, individual-based democratic theory) consists of the aggregated pol
preferences of all citizens, with each individual citizen weighted equally. I se
universality and political equality as absolutely central to democraq{. Pr(?perl_
designed and analyzed surveys can deliver a good, highly represfentat.lve pictur
of what citizens as a collectivity think, free of the participatory biases inherent ir
other measures of public opinion (see Verba 1996). Yes, we have to be car.e
about selective {(and untimely) question asking, the vagaries of question wording
effects of interview context, sampling complexities due to new te[epho'ne“ tes :
nology and altered ownership patterns, refusal problems, possible biases in don
know” responses,'? and so forth. These are serious problems, but they are 10
beyond our power to solve. . .
Indeed, as Humphrey Taylor points out in chapter 17—with a refre?hu}
dose of comparative, outside-the-U.5. perspective—the existence of free, i_nfiie.;.
pendent public opinion poils may be quite crucial to the establishment of pol.lt;_c_zil
accountability and democracy. Polls make decision makers aware of what'th:
public wants so that they can take public opinion into accounlt. And accu_rflt
polls can expose (hence sometimes prevent) the stealing of elections.
Alternative measures of public opinion, in contrast to survey-based measures
are all subject to hiases that tend to make them highly unrepre.sentati\:'e'. Int.f:_ng_
groups, for example, are notoriously unrepresentative of ordu.lary cmztens
practically every scholar since Mancur Olsoa {1965) has recognized, David Tt
man’s broadly based “potential groups™ have trouble forming because of_:fr.
rider problems. Actual groups tend to represent businesses, producers, and upp
income professionals much better than they represent workers, consumer;
middle-class people (Schlozman and Tierney 1986). Newspaper ed{torlals::a
other media voices often express very unrepresentative political opinions. Der
onstrators, letter writers, party activists, and the like tend to be quite u
ordinary citizens in their views and demography, with higher incomes,'r on
formal education, and more extreme opinions (Verba, Schlozman, and Brad
1995). _ ' |
Herbst, like Kull and Ramsay, provides some important ﬁndmgs‘abo:lt_ h
politicians and their staffers often rely for readings of “public opinion,” upon
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Charles Manski, for example (in chap. 14}, proposes survey techniques to
- asceriain citizens’ voting intentions in a fine-grained probabitistic fashion, rather
. than the usual dichotomous “Would you be more likely to vote for Bush or
'~ Gore?” or the crude verbal “How likely are you to vate? Very likely? Not too
- ikely?” The preliminary evidence indicates that most citizens are able to ascribe
:_ a meaningful numerical probabiiity figure to their likelihood of voting for a par-
- ticular candidate or to their likelihood of voting at all, Probabilistic data promise
to be particularly usefu? for predicting outcomes in elections with multiple can-
- didates (e.g., third-party candidates like Ralph Nader} and for studying the de-
terminants—both over time and across individuals—of higher and lower uncer-
tainty about voting, :

Similarly, James Witte and Philip Howard in chapter 15 describe some ex-
citing actual and potential uses for on-line survey research. Internet-based surveys
would seem to be especially promising for the study of small, specialized, dis-
-persed population subgroups (e.g., members of the John Birch Society, fans of
National Geographic), where conventional surveys—even telephone surveys with
Screener questions—would be far more expensive, And they are best suited for
“topics for which the vexing problems of nonrepresentativeness (due to differential
-Access 10 computers, self-selection of respondents, multiple hits by individuals,
-and even organized campaigns to “flood” surveys) are minimal. I would not,
however, expect on-line surveys to replace conventional sample surveys any time
soon in ascertaining Americans’ collective policy preferences.

In chapter 13, Martin Gilens crisply describes the great power of survey ex-
periments (relying on differential treatment of random subsets of respondents,
especially through CATI technology) to illuminate a wide range of substantive
and methodological issues, Experiments on question wording, question context,
the interview relationship, and survey modes can help us improve survey data
and analysis by pinning down the precise impact of using such treacherous words
as “welfare,” and of priming respondents with cues about crime rates or foreign
aid spending; relying on male versus female (or black vs. white) interviewers;
using “secret ballots,” mail surveys, or list techniques rather than straightforward

LR [ S



THE SEMI-SOVEREIGN PUBLIC
CONCLUSION

343
342

we have seen evidence that organized interests and policymakers themselves may
sometimes shape public opinion rather than being maoved by it.

The leading quantitative studies of opinion-policy links offer a number of
important findings, but close scrutiny of those studies reveals a consistent ten-
dency to overstate the impact of opinion on policy. Sampling and aggregation
biases, as well as specification errors—especially the omission of variables that
may influence both opinion and policy and generate spurious opinion-policy
refationships, and failures to ideniify reciprocal effects of policy on opinion—
afflict all these studies to varying degrees and seriously inflate their estimates of
“opinion’s impact on policy. As a number of case studies confirm, the true rela-
tionship between opinion and policy is far from perfect,

If the empirical evidence does, in fact, support the views of Key and
Schattschneider, and if we accept a populistic democratic theory that calls for
dose adherence of policy to the preferences of ordinary citizens, then the U.S,
political system has a long way to go before it becomes fully democratic. And if
our authors are right about the factors that impede responsiveness—such as in-
creased party polarization in Washington, clever “crafted talk” by policymakers,
economic globalization, and increasingly powerful political money, along with the
separation of powers, the weakness of labor unions, the lobbying power of busi-
ness and other organized interests, and restricted, class-biased political partici-
pation—then movement toward more democracy will require considerable po-
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come to put a greater
mphasis on the undemocratic, noapopular inflirences on American politics,
erceived those influences to grow in importance,

2. Mark Smith’s (2000) data indicating that business (as represented by the U.S.

as we have

and does not necessarily contradict this point. Such public stands may be taken more
fier: on the (perhaps relatively infrequent} occasions on which business is already losing,
Usiness victories may be more frequent and more important, even if less visible, than the
feats, In any case, Smith is more interested jn variations in business Success over time
an in the level of success, which he considered hard to measure objectively (pp. §5-86).

3 True, the different time periods over which different poll items were fielded mean
that standardizing each of them independently does not guarantee Lo calibrate them exactly
1o the postulated public “mood” over that period, Hence, one should not actually expect

her the measured mood or the time-period dummy variables to account for 100% of
variation in individual items, even if the actual relationship were perfect.

The authors’ estinate—asing an eigenvalue analeg—that “about half” of the variance
selected time series is common variance (see chap, 4, especially fuotnote 11) may come
ser 1o the truth than the 24% or 21% figure that 1 suggest. But to neglect even half the
lance in selected, standardized public opinion items is to neglect a lot. And again: the
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time series and isolated items that may be particularly unlikely to track a simple liberal-
conservative mood.

4. An exception is Monroe (1979, 1998), whose “consistency” ‘measure tries to assess
discrepancies between the level of policies at a given moment and majority public prefer-
ences at that moment. But such judgments are necessarily difficult and subjective when (as
is usually the case) opinion and policy are not measured on identical metrics,

5. If opinion and policy are measured on jdentical metrics, as is arguably true in
Achen (1978), a constant deviation of policy from opinion should appear in the intercept - REFERE NCES
term of a regression or in a simple arithmetic difference between the average values of the
two variables. (See the intercept termus in Achen’s [1978, pp. 490-94] estimates of “respon-
siveness,” which do, in fact, suggest a degree of bias.)

6. The antelopes do, however, creep back—by way of an ambiguous reference—in :
chapter 4.

7. A simulatien result not included in the final version of chapter » actually produced
an example of “hyper-representation” in policy activity, When the authors moderately
disturbed public opinion by every year (starting in 1977} adding 1.0 extra units of liberalism
to the “Domestic Policy Mood,” this disturbance worked its way through the political
system, tipping control of Congtess to the Democrats in 1984 and 1986, and having a rather
prelonged impact on policy activity that was larger than the change in public opinion itself,
"The authors did not claim that such an effect would be typical, but it did follow from thei
model,

8. Burstein, Bauldry, and Froese (2001) make this point concrete by tabulating ¢
vast number of issues on the legislative agenda, few of which are the subject of opinio
polls, and by noting that most legislative activity is “virtually invisible” to the publi
Studying a stratified random sample of policy proposals, they find responsiveness to publ
opinion to be very low, by conventional measures, though Congress seldom acts in dire
opposition to the measured preferences of the public. :

9. To be sure, measurement error in the opinion variable may have led the estimaf
of direct effects of Soviet spending to erroneously include some impact that actually o
curred indirectly through public opinion and should be attributed, in the sense of proximate,
cause, to opinion.

10. See Burstein, Bauldry, and Froese {2001). Note that even the modest levels
opinion-policy congruence that Page and Shapiro {1983) estimated for iower-salience issi
were presumably biased upward by that study’s omission of nonopinion independent var:
fables, by its partial failure to rule out reciprocal causation, and by the fact that it conside
only cases in which both public opinion and policy moved significantly and measura
(Not counted as instances of nonresponsiveness were cases in which public opiniondi
nat move but policy did, or in which public preferences changed but policy did not;

1. Within Monroe's (1979, 1998) research design, however, issues of political refo
face a high hurdie for achieving consistency because they inherently involve subs_té_i
departures from the status quo. Measured policy consistency is much higher on opi
iterns that do not call for such departures. ;

12. Nonresponse and “don’t know” biases are particularly threatening to th
mative status of surveys, if the views of citizens with less political information (and’e
lower incomes) tend to be underrepresented (see Althaus 1998). But these biases m
be enormous. Althaus’s simulation of “full information” preferences found an averap
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